
PIE: Enabling Fast and Scalable Incremental Evolving
Graph Analytics on Persistent Memory

Yunmo Zhang

City University of Hong Kong

Hong Kong, China

yunmo.zhang@my.cityu.edu.hk

Jiacheng Huang

City University of Hong Kong

Hong Kong, China

jiacheng.huang@my.cityu.edu.hk

Xizhe Yin

University of California Riverside

Riverside, USA

xyin014@ucr.edu

Junqiao Qiu
∗

City University of Hong Kong

Hong Kong, China

junqiqiu@cityu.edu.hk

Hong Xu

The Chinese University of Hong

Kong

Hong Kong, China

hongxu@cuhk.edu.hk

Chun Jason Xue

MBZUAI

Abu Dhabi, United Arab Emirates

jason.xue@mbzuai.ac.ae

Abstract
Graph processing is crucial for unstructured-data-driven

applications in various domains. In recent years, there has

been a growing need to perform real-time analytics on large-

scale evolving graphs, which involves evaluating a graph

query on a sequence of snapshots within a given time win-

dow. Some prior studies have explored utilizing persistent

memory (PM) technologies, such as non-volatile memory,

for efficient evolving graph analytics. However, the latest

incremental processing designs fail to fully exploit the PM

potential, suffering from severe read and write amplifica-

tion during update ingestion and query evaluation. In this

paper, we develop PIE, a PM-based incremental processing

framework for fast and scalable evolving graph analytics. We

first observe that leveraging CommonGraph, a recently pro-

posed DRAM-based incremental approach that transforms

costly deletions into additions, can significantly improve ef-

ficiency for evolving graph analytics in PM, although the

direct adaptation introduces significant PM access ineffi-

ciencies. To enable PM-friendly incremental processing, PIE

introduces a logical graph view abstraction that is detached

from the physical storage to avoid extra PM writes, and a

∗
Corresponding Author

Permission to make digital or hard copies of all or part of this work for

personal or classroom use is granted without fee provided that copies

are not made or distributed for profit or commercial advantage and that

copies bear this notice and the full citation on the first page. Copyrights

for components of this work owned by others than the author(s) must

be honored. Abstracting with credit is permitted. To copy otherwise, or

republish, to post on servers or to redistribute to lists, requires prior specific

permission and/or a fee. Request permissions from permissions@acm.org.

ICS ’25, June 8–11, 2025, Salt Lake City, UT, USA
© 2025 Copyright held by the owner/author(s). Publication rights licensed

to ACM.

ACM ISBN 979-8-4007-1537-2/2025/06

https://doi.org/10.1145/3721145.3730419

chunked neighbor index to reduce extensive PM reads during

deletion transformation. Additionally, PIE prioritizes low-

cost transformations when executing deletion-free incremen-

tal analytics. Furthermore, PIE incorporates two optimiza-

tions to balance key trade-offs in the proposed analytics on

PM. Experimental results show that PIE significantly outper-

forms two state-of-the-art PM-based evolving graph systems,

DGAP and XPGraph, as well as the direct PM adaptation of

CommonGraph, achieving geometric mean speedups of 9.5×,
8.4×, and 10.9× for update ingestion, and 18.1×, 20.4× and

6.4× for graph analytics, respectively.
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1 Introduction
Real-world graphs that evolve continuously over time are

ubiquitous in today’s data-driven era [54]. These dynamic

graphs are broadly employed across various domains, includ-

ing social networks [6], machine learning [16], biological

informatics [17], network monitoring [24] and among others.

https://doi.org/10.1145/3721145.3730419
https://doi.org/10.1145/3721145.3730419
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Effective analyses of such dynamic graphs are crucial for ex-

tracting timely insights and making informed decisions [54].

Evolving graph analytics is among the most popular anal-

ysis classes on dynamic graphs [15, 25, 45]. It provides real-

time tracking of a graph property over a specific time win-

dow by computing values on a sequence of snapshots. For

example, evolving graph analytics was used in an infectious

disease monitoring platform for tracing epidemics spread

over time during COVID-19 [67]. It was also used to extract

the varying distance between two users in a social network

(shortest-path query) [51], or measure the duration of a net-

work failure (reachability query) [24].

As real-world graphs continue to grow in scale and

the need to analyze more historical data intensifies, in-

memory graph systems face a significant scalability chal-

lenge due to the limited DRAM capacity. Persistent memory

(PM) technologies, such as non-volatile memory [18] and

CXL-SSD [29], emerge with memory-like access semantics

and an order of magnitude greater capacity at a cheaper

per-gigabyte cost than DRAM. These features make PM

well-suited for memory-intensive evolving graph process-

ing [2, 8, 13, 14, 50]. Recent works, including DGAP [22] and

XPGraph [63], highlight the potentials of PM in evolving

graph processing.

Though existing PM-based evolving graph systems have

achieved either fast ingestion of updates or efficient data ac-

cess, none of them supports incremental analytics of evolv-

ing graphs. Incremental graph analytics has been proven

to have superior efficiency in many in-memory graph sys-

tems [9, 43, 62], as evolving graphs typically exhibit slow,

gradual changes over time, resulting in high similarity (often

exceeding 99% [51]) between consecutive snapshots. For a se-

ries of snapshots, incremental analysis approaches leverage

the results of a previous snapshot to compute the targeted

snapshot, instead of re-computing the results from scratch

for each snapshot. However, their efficiency diminishes when

processing deleted edges [1, 12], incurring significant com-

putations to align previous results with updates before re-

converging on the new snapshot.

In this paper, we introduce PIE, a framework that en-

ables fast and scalable Persistent memory based Incremental

Evolving graph analytics. PIE is built upon the main idea of

a recent evolving graph incremental analysis and represen-

tation work CommonGraph [1], which transforms the dele-

tions into additions to avoid processing expensive deletions

in traditional incremental analytics. Starting from evaluat-

ing the query on the common graph across snapshots, this

approach incrementally reaches each snapshot with only

additions to handle on a schedule that maximizes the shar-

ing of analysis results. Our initial results show that a naive

PM version of CommonGraph outperforms the traditional
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Figure 1: An illustrative example of an evolving graph
and the CSR representation of its snapshot 𝐺0.

incremental analysis approaches combined with state-of-the-

art PM-based evolving graph representations. However, the

transformation of deletions introduces extensive additional

calculations and footprint storage on PM, leading to perfor-

mance bottleneck and thus making a naive application of

CommonGraph in PM far from optimal.

PIE incorporates a graph storage system and an analytics

engine that work synergistically to prioritize the principle of

maintaining low PM write and read amplification in support-

ing deletion-free incremental analysis. The storage system of

PIE is based on the idea of separating the logical graph views

required by incremental analysis and the physical storage of

graph data. Exploiting our key observation on the relation-

ship between graph data and graph views in analysis, we

build a bitmap-based logical graph system, without requiring

any PM writes. The storage system also includes a chunked

neighbor index structure to reduce the PM reads needed to

build the logical graph view of the common graph.

The analytics engine in PIE features a low building cost

of deletion-free incremental analysis schedule based on the

concept of the Lasting Common Graph (LCG), the maximal

subgraph that remains across multiple snapshots till a times-

tamp. After refining the calculation methods of deletion-to-

addition transformations, we identify a path between the

common graph and snapshots that enables the reuse of mul-

tiple calculations around LCG. The LCG-driven incremental

analytics engine of PIE thus conducts the query evaluation

through a streamlined workflow that maintains the advan-

tage of sharing analysis results in CommonGraph while re-

ducing amplified read and calculation for transformation.

Finally, PIE introduces two optimizations to explore two

key trade-offs in incremental analysis on PM, including a

two-stage LCG-driven incremental analysis and caching the

critical part of LCG to DRAM, to further improve perfor-

mance under certain environments. Our evaluation of PIE

using five commonly used graph queries on real-world graph

datasets shows that PIE can significantly improve the perfor-

mance efficiency and scalability of ingestion and analytics.

In summary, this paper made the following contributions:
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• Presented the first work discussing PM-based evolv-

ing graph system that supports incremental analysis,

including adapting different incremental analytics ap-

proaches to state-of-the-art in-PM graph formats, and

revealing their key performance issues in ingesting

updates and conducting analytics;

• Proposed a graph storage format that separates logical

graph views with physical graph storage to achieve

low amplified PMwrites, as well as a chunked neighbor

index technique tomaintain low PM read amplification,

for supporting incremental analysis;

• Designed a lightweight deletion-free incremental

schedule that requires less calculation to build and two

optimizations to exploit the trade-offs in the proposed

framework to further improve performance;

• Compared PIE with the state-of-the-art systems

through systematic evaluations. The results demon-

strate that PIE brings significant performance improve-

ments.

2 Background and Motivation
2.1 Persistent Memory
Persistent Memory (PM), including non-volatile mem-

ory [18] and CXL solutions such as CMM-H PM [55], offers

durability and larger capacity at a more affordable cost than

DRAM, while maintaining byte-addressability and compa-

rable latency. These characteristics make PM an attractive

option for a wide range of real-world applications [38], such

as HPC [10, 11, 48, 64], database [31, 33, 72], and cloud ser-

vice [30, 58]. Recently, PM has also gained attention for its

potential in optimizing large-scale graph storage and pro-

cessing [2, 8, 13, 14, 42, 50, 73].

Performance Characteristics. There are two key per-

formance characteristics of PM, both in current technolo-

gies [27, 68] and future trends [29, 55, 59], crucial for building

efficient systems upon PM. First, PM exhibits a noticeable

performance gap with DRAM in general. DRAM’s read and

write bandwidths are 2~3× and 7~8× higher than PM’s max

read and write bandwidth [69], respectively. This gap is even

more pronounced with CXL-SSDs [29, 57], which exhibit

microsecond-level latencies. Second, small random accesses

to PM experience significant bandwidth drop. Since data ac-

cess is converted into a write/read at PM access granularity

(hundreds of bytes to kilobytes), small accesses to PM may

suffer from heavy read/write amplification [68, 70]. Modern

PM systems use a limited buffer to merge adjacent small

accesses, achieving sequential-like performance when their

combined size matches the media granularity [68]. However,

unmergeable small random accesses still suffer from sub-

stantial bandwidth loss. For instance, in PM with a 256-byte

access granularity, 256-byte random writes offer 3~4× more
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Figure 2: An incremental analysis schedule on the Tri-
angle Grid in CommonGraph.

bandwidth than 64-byte random writes, and even 40× than

4-byte writes, which are common in graph data storage.

2.2 Evolving Graph Stores and Analytics
Existing dynamic graph systems can be classified into stream-

ing graphs [7, 9, 43, 44, 62] and evolving graphs [1, 15, 25, 34,

37]. The former targets the latest snapshot of the graph as it

continually changes, while the latter systems apply analytics

over multiple snapshots within a time interval, providing in-

sights or information drawn from historical data. This paper

focuses on evolving graph systems. Formally, evolving graph

analytics evaluates a query 𝑄 on a series of snapshots of an

evolving graph𝐺 over a specified time period. At timestamp

𝑖 , the graph is represented by a snapshot𝐺𝑖 . After applying a

batch of edge updates
1
, which consists of an addition batch

Δ+
𝑖+1 and a deletion batch Δ−

𝑖+1, a new snapshot 𝐺𝑖+1 is gen-
erated. An example is shown in Figure 1(a). The query (a

graph algorithm), such as single-source-shortest-path (SSSP),

is evaluated on each snapshot.

Evolving Graph Representations. A common approach

to represent a snapshot is Compressed Sparse Row (CSR),

which organizes vertex neighbors in an edge array with a

vertex array for indexing, as illustrated in Figure 1(b). CSR

provides space efficiency and locality but suffers from costly

structural modifications during updates in dynamic graphs.

To address this, amount of mutable CSR formats have been

proposed. For instance, PCSR [65, 66] and VCSR [23] lever-

age the Packed Memory Array (PMA) to introduce space be-
tween different vertices’ neighbors in the edge array. These

spaces are managed by a binary tree, known as the PMA

tree, which ensures neighbor density within a range. In addi-

tion, Graphone [34] extends traditional adjacency lists (AL)

with multi-version degree arrays to manage updates across

snapshots. The most recent in-DRAM evolving graph repre-

sentation is TgStore [5], which stores the union of the base

graph and updated edges as ordered edge lists, associating

bitmaps for each edge to indicate if it exists in a snapshot.

1
This paper focuses on edge updates. Weight updates can be managed

by deleting the old edge and adding a new one. Vertex updates involve

removing/adding all edges of the vertex.
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Figure 3: State-of-the-art Evolving Graph Frameworks: CommonGraph, XPGraph, and DGAP.

Meanwhile, graph analytics systems employs different for-

mats to drive their incremental analysis. Kickstarter [62]
and Graphbolt [43] utilize adjacency arrays (with offline

graph updates ingestion), while Risgraph [9] enhances their

formats with localized hash indices to accelerate update re-

trieval. CommonGraph [1] introduces a multi-CSR design,

storing updated edges out of the base graph (𝐺0) to reduce

structural modifications, as shown in Figure 3(a). It updates

𝐺0 as a common graph by marking edges shown in deletion

batches, and constructs intermediate deltas at runtime for

deletion-free incremental analysis.

Evolving Graph Analytics. A straightforward approach is

applying the query independently to each graph snapshot,

known as recomputation. However, this often leads to re-

dundant calculations, as evolving graphs change slowly over

time relative to their sizes (usually less than 1%) [5, 25, 51, 60].

Therefore, a set of incremental analysis approaches, such

as KickStarter and Graphbolt, have been proposed to reuse
the analysis results from the previous snapshot when serv-

ing queries on new snapshots [9, 43, 60, 62]. They generally

contain two phases: (P1) identifying and resetting analysis

results affected by edge deletions in the previous snapshot;

(P2) updating these results to account for edge additions,

ultimately re-converging on the new snapshot.

Recently, CommonGraph [1] proposed a new incremen-

tal analytics design that transforms deletions into additions

for processing. For a series of snapshots, it first analyzes their

common (sub-)graph 𝐺𝑐 , and then incrementally reaches

each snapshot with only processing additions, i.e., P2 in

traditional incremental analysis. For example, in Figure 2,

snapshots 𝐺0 and 𝐺1 share a subgraph 𝐼𝐶𝐺01. The results

of 𝐺0 (𝐺1) are derived by incrementally analyzing addition

delta Δ𝑙
01
(Δ𝑟

01
) from the analysis results of 𝐼𝐶𝐺01. In its work-

sharing mode, CommonGraph builds the shared edge sets

among multiple snapshots recursively, progressing through

the intermediate common graphs (ICGs) to the final common

graph 𝐺𝑐 , creating a triangle grid (Figure 2). A schedule on
triangle grid determines the route from 𝐺𝑐 to each snapshot

through ICGs, where the analysis results re-converged on

ICGs are further shared across part of snapshots. Among

various schedules, CommonGraph chooses the one with the

smallest total delta sizes to maximize analysis results shar-

ing. CommonGraph also has a basic mode called Direct Hop,

which reaches each snapshot directly from𝐺𝑐 without shar-

ing the results of ICGs, making it around 2× slower than

work-sharing mode in PM according to our empirical obser-

vation. Thus, this paper focuses on the work-sharing mode.

PM-based Evolving Graph Processing. Recent PM-based

graph systems highlight the need to handle evolving graphs,

which is a memory-intensive case suitable for PM. The state-

of-the-art (SOTA) PM-based evolving graph systems are

XPGraph [63] and DGAP [22]. XPGraph is essentially a

PM-based Graphone, utilizing AL to store the loaded graph

and dynamic updates in PM, as shown in Figure 3(b). To

reduce write amplification caused by the access granularity

mismatch between 4-byte neighbor and 256-byte PM media,

XPGraph buffers neighbors in a hierarchical DRAM pool

before flushing coalesced writes to PM. When evaluating

graph queries, XPGraph allows its analysis engine to access

data from AL in both DRAM and PM. DGAP employs a PM

version of PMA to improve read locality, as shown in Fig-

ure 3(c). DGAP places its degree array, PMA’s vertex array

and PMA tree in DRAM, while the edge array in PM, to boost

ingestion and analytics efficiency.

2.3 Motivation
SOTA PM-based systems, XPGraph and DGAP, have shown

promising results in update ingestion or snapshot access.

However, both utilize recomputation for query evaluation,

causing substantial redundant computations and missing out
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Figure 4: Performance comparison among PM-based
systems in query evaluation and update ingestion.

on the benefits offered by recent advancements in incremen-

tal processing techniques.

Potentials of Incremental Processing in PM. We first

verify the benefits of moving existing incremental processing

designs to PM. We integrate the incremental graph analytics

scheme in Kickstarter into XPGraph and DGAP, and imple-

ment a PM-based adaptation of CommonGraph (referred to

as CG-PM). The performance results of query evaluation

and update ingestions over 12 snapshots are reported in Fig-

ure 4. More detailed dataset descriptions and experimental

settings are provided in Section 5. We observe that incremen-

tal analytics approaches significantly outperform recompu-

tation, achieving up to 27× faster when using the KickStarter

scheme for mixed edge additions and deletions. Additionally,

we find that deletion handling in PM-based incremental pro-

cessing remains a critical bottleneck. In Figure 4(a), analyzing

snapshots that involve only edge additions is 13-17× faster

than processing those with both additions and deletions in

the same amount. This validates that the primary motivation

behind CommonGraph of transforming deletions to addi-

tions is also valid in PM. In fact, CG-PM already delivers

up to 4.8× speedup than the KickStarter schemes. We thus

focus on CommonGraph-like incremental evolving graph

analytics in PM.

Limitations of PM-based CommonGraph. However, di-
rectly moving CommonGraph to PM does not yield the ex-

pected performance gains observed in DRAM due to funda-

mental differences in hardware characteristics and the lack

of PM-aware optimizations in its design. Figure 4(a) shows

that CG-PM is 3.6× slower than KickStarter that runs on the

same amount of addition-only updates. This is because the

overhead of transforming deletions into additions is particu-

larly costly in PM. In addition to query evaluation, CG-PM
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formance of CG-PM on SK [52] and Twitter-MPI [21].

also presents a significant gap with the ideal ingestion per-

formance. As shown in Figure 4(b), despite achieving com-

parable ingestion performance to SOTA PM-based systems

due to the contiguous data layout of multi-CSRs, CG-PM

still falls short of an optimal ingestion rate by 50×. Note that
the ideal case is about the sequential writes of flushing edge

updates to an edge list representation in PM and it is not

practical for subsequent graph analysis.

To illustrate the performance bottleneck of CG-PM, we

break down its end-to-end time costs on two large graphs,

as shown in Figure 5. When evaluating an SSSP query, the

time required to construct the grid far exceeds that needed

for analysis. Specifically, calculating intermediate (IR) deltas

takes 1.3× to 1.7× longer, and calculating 𝐺𝑐 , ICGs and the

schedule takes 1.7× to 3.2× longer than executing the incre-

mental analysis. These additional reads and calculations thus

become the bottleneck of serving a query. Moreover, updat-

ing𝐺𝑐 with each new snapshot introduces around 7.3×more

overhead than storing the ingested delta batch, significantly

slowing down the dynamic graph ingestion.

3 The Design of PIE
3.1 Overview
Observing the great benefits introduced by CommonGraph-

based incremental processing and the significant PM access

inefficiency from its direct adoption, we develop PIE, a PM-

based evolving graph storage and analytics system that en-

ables fast and scalable deletion-free incremental analysis.

Figure 6 provides the overview. At a high level, it consists

of three components: a logical-view-decoupled graph stor-

age system, a scheduling-free incremental graph analytics

engine, and PM-friendly optimizations.

In the storage system ( 1 ), PIE incorporates two tech-

niques. (1) To avoid PM writes for building the triangle grid

(TG) during ingestion and analytics runtime, we separate

the logical graph view needed for analysis from the physical

storage. This is achieved by using live bitmaps in DRAM to
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create the logical view of TG components (including snap-

shots) without modifying or adding to the graph data stored

in PM. This design leverages our observation about the in-

clusion relationship between the TG components and the

ingested graph data. (2) To reduce extensive and redundant

PM reads in calculating the common graph, we introduce a

chunked binary tree to index the neighbors of high-degree

vertices in DRAM.

The analytics engine ( 2 ) employs a scheduling-free ap-

proach that bypasses the complexities of handling deletions

while achieving low transformation cost. Based on the obser-

vation that the schedule path through the Lasting Common

Graphs (LCGs) can be computed with minimal cost, an LCG-

driven streamlined incremental analysis engine is integrated.

Finally, PIE introduces two optimizations ( 3 ) that explore

the trade-offs in our design to further enhance performance.

The first optimization is the two-stage LCG-driven incre-

mental analysis, which explores the trade-offs between the

construction overheads of intermediate shared graphs and

the improved sharing of analysis results. The second opti-

mization caches critical parts of the LCG inDRAM, exploiting

the memory resource to further improve the performance of

the analysis. Below, we present the first two components in

detail, and the optimizations are introduced in Section 4.

3.2 Storage System
The graph representation is essential for efficient graph in-

gestion and retrieval. PIE absorbs the multi-CSR format of

CommonGraph as its basic structure for delta batches, which

compactly stores deltas separately from the base graph, of-

fering several benefits for PM-based processing. First, the

out-of-place contiguous storage of deltas allows for coalesced

writes when stored to PM, eliminating small random writes

for new edge data (a 4-byte destination vertex). Second, the

compact CSR format of a delta enhances read efficiency dur-

ing incremental analysis. Our empirical findings show that

processing deltas—traversing their edges to update results—

is a time-intensive step in deletion-free incremental analysis,

often taking longer than re-convergence. The contiguous

layout of delta edges improves the locality during traversal.

However, this format becomes inefficient with small delta

sizes, as the vertex array of delta CSR can far exceed the

number of edges, leading to redundant indexes of empty

neighbors. To resolve it, we enhance multi-CSR with a hy-

brid delta format. As shown in Figure 7, when the number of

unique source vertices in a delta batch is below a threshold

(256 in our work), we store the delta’s adjacency list in PM

and rebuild its CSR format in DRAM before query evaluation.

In PIE, all graph data, including the base graph CSR and

delta CSRs, is entirely stored at PM, as shown in Figure 7.

Based on this physically stored graph data, we build the tri-

angle grid (TG) to support deletion-free incremental analysis

without requiring additional PM writes, as we will discuss

soon. Another key distinction between our format and Com-

monGraph is that the base graph CSR in our work remains

unchanged from being stored to the next checking point to

avoid small random PM writes.

The detached logical graph view of TG components.
In addition to storing data, the graph system must provide

access to the common graph 𝐺𝑐 and intermediate (IR) deltas

in the triangle grid to facilitate deletion-free incremental

analysis. Intermediate common graphs (ICGs) and snapshots

could be viewed as the combination of 𝐺𝑐 and these deltas.

However, as discussed in §2.3, updating𝐺𝑐 and representing

IR deltas in PM are costly for both ingestion and analysis run-

time. A potential solution is to store the IR deltas in DRAM,

but this approach requires significant DRAM resources, lim-

iting its feasibility for large-scale graphs or numerous snap-

shots, as 𝑁 snapshots require 𝑁 2
IR deltas.

We propose to create logical graph views of TG compo-

nents by utilizing our insights regarding the inclusion re-

lationship between graph data and TG components. These

logical views are detached from the physical graph storage,

meaning that the graph itself is not actually stored when pre-

senting its view. This is achieved through the use of bitmaps
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in DRAM and by sharing the physical storage of graph data

in PM across different logical views, as shown in Figure 7.

Denotation. We use 𝐼𝐶𝐺𝑖, 𝑗 to denote the intermedi-

ate common graph shared by consecutive snapshots

{𝐺𝑖 , · · · ,𝐺 𝑗 }, 𝑖 < 𝑗 . Note that 𝐼𝐶𝐺0,𝑁 is the common graph

𝐺𝑐 and 𝐼𝐶𝐺0, 𝑗 , 𝑗 < 𝑁 , is a historical common graph. We use

Δ𝑙
𝑖, 𝑗−1 to denote the intermediate delta between 𝐼𝐶𝐺𝑖, 𝑗 and

its upper left graph 𝐼𝐶𝐺𝑖, 𝑗−1, referred to as left intermediate
delta, while Δ𝑟

𝑖 𝑗 denotes the intermediate delta with its upper

right graph 𝐼𝐶𝐺𝑖+1, 𝑗 , referred to as right intermediate delta.
An example of denotations is shown in Figure 2.

For the relations between IR deltas and the physically

stored delta batches, we have the following claim.

Lemma 3.1 (Delta Inclusions). Any edge in a left inter-
mediate delta Δ𝑙

𝑖, 𝑗 is contained by the deletion delta Δ−
𝑗 ; while

any edge in a right intermediate delta Δ𝑟
𝑖, 𝑗 is contained by the

addition delta Δ+
𝑖 .

This inclusion relation could be naturally proved by our

following computations of IR deltas:

Δ𝑙
𝑖 𝑗 = Δ−

𝑗 −
𝑗−1∑︁
𝑘=𝑖

Δ+
𝑘
; Δ𝑟

𝑖, 𝑗 = Δ+
𝑖 −

𝑗∑︁
𝑘=𝑖+1

Δ−
𝑗 . (1)

This implies a left (right) IR delta includes the edges from

the deletion (addition) delta while removing its intersection

with the previous (following) addition (deletion) deltas. Note

that this computation of IR deltas differs in form from the

recursive computation in CommonGraph by form, which

uses Δ𝑟
𝑖, 𝑗−1 and Δ𝑙

𝑖+1, 𝑗 to generate Δ𝑟
𝑖, 𝑗 , as summarized in

Figure 10. Yet both computations yield equivalent results

(which can be proved easily). With this inclusion relation,

we build a bitmap 𝑏𝑝𝑙𝑖, 𝑗 (𝑏𝑝𝑟𝑖, 𝑗 ) in DRAM associated with the

edge array of Δ−
𝑗 (Δ+

𝑖 ) to logically represent Δ𝑙
𝑖, 𝑗 (Δ𝑟

𝑖, 𝑗 ). In this

bitmap, a bit is False when the edge in the delta batch is not

contained by the IR delta.

The (historical) common graphs have a similar inclusion

relation with the physically stored base graph.

Lemma 3.2 (Common Graph Inclusion). Any edge in
a (historical) common graph 𝐼𝐶𝐺0, 𝑗 is contained by the base
graph 𝐺0.

This claim is obvious given the following computation:

𝐼𝐶𝐺0, 𝑗 = 𝐺0 −
𝑗∑︁

𝑘=1

Δ−
𝑘
. (2)

In other words, a (historical) common graph incorporates

the edges of 𝐺0 while excluding any edges that intersect

with the deletion delta batch prior to its timestamp. Again,

this computation yields an equivalent result as the recursive

computation in CommonGraph (Figure 10). With this rela-

tion,𝐺𝑐 could be logically represented using a bitmap 𝑏𝑝𝑐 in

Table 1: The Graph Abstractions provided by PIE.

Logical Graph Physical Structure
Δ𝑙
𝑖, 𝑗 Filtering Δ−

𝑗 through 𝑏𝑝𝑙𝑖, 𝑗
Δ𝑟
𝑖, 𝑗 Filtering Δ+

𝑖 through 𝑏𝑝𝑟𝑖, 𝑗
𝐺𝑐 Filtering 𝐺0 through 𝑏𝑝

𝑐

𝐼𝐶𝐺𝑖, 𝑗/𝐺𝑖 Combining 𝐺𝑐 and intermediate deltas

DRAM associated with the edge array of 𝐺0, where a bit is

False when an edge from the base graph does not exist in

the common graph. With this bitmap, PIE resets the bit at

the position corresponding to the deleted edge in 𝐺0 upon

each ingested deletion delta, thereby avoiding small random

writes associated with changing 𝐺0 CSR in PM.

Table 1 summarizes the mapping from the physical multi-

CSR graph storage to the logical graph view via bitmaps in

PIE. Exploiting this detached logical graph view, PIE avoids

extra writes to PM, aside from the graph data, during inges-

tion and deletion-free incremental analysis runtime.

The chunked neighbor index. Since calculating the evolu-
tion of the common graph (𝐺𝑐 ) contributes to the majority

of amplified reads in CG-PM, as shown in Section 2.3, we

design an index structure for 𝐺𝑐 to accelerate its calcula-

tion. Specifically, the𝐺𝑐 update is computed by 𝑁 times of

set-set Difference/Intersection operations between 𝐺0 and

each of 𝑁 deletion deltas, necessitating either binary or lin-

ear searches over 𝐺0. This process induces a considerable

number of redundant reads from the base graph.

An intuitive approach to mitigate this read amplification

is to construct an index for the neighbors in the base graph.

Risgraph [9] creates a hash table for the neighbors in its

adjacency list, enabling𝑂 (1) edge lookup. However, directly
indexing the neighbors requires substantial DRAM usage,

which is at odds with the scenario this paper addresses,

where the graph edge array cannot fit into the memory.

Exploiting the trait of PM access granularity, we build

a chunked neighbor index for the high-degree vertices in

the base graph to accelerate the calculation of the common

graph while maintaining a low DRAM resource usage. As

shown in Figure 8, the neighbors of a high-degree vertex are

segmented into 256-byte chunks, aligning with the media

granularity of existing PM [18]. Then, a binary tree is built

upon the pivot value of each chunk as the leaf node, e.g., the

largest value in the chunk. The chunk size could be set by

users as the buffer size of their PM device. The height of the

tree is then 𝑂 (𝑙𝑜𝑔(𝑑𝑒𝑔(𝑣)/𝑠𝑖𝑧𝑒 (𝑏𝑢𝑓 ))). This binary tree is

stored as an array on DRAM, in which the position of a leaf

node in the array directly indicates the position of the chunk

containing the target in the edge array. With this index, each

edge from the deletion delta looking up the base graph edges

requires at most one PM media load.
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Figure 8: The chunked neighbor index for a high-
degree vertex in the base graph.

The chunked neighbor index is constructed before the

ingestion to facilitate the calculation of evolving 𝐺𝑐 and

remains unchanged until released after dynamic ingestion

complete. Its memory footprint in DRAM depends on the

high-degree vertex threshold set by users, but it is generally

minimal. In this work, we set the threshold at 256 neighbors,

which identifies 1% to 1.3% vertices as high-degree, consum-

ing only 0.9% to 1.2% of PIE’s entire DRAM usage across the

graphs evaluated in this work (§5). Furthermore, the index

construction can be seamlessly integrated into the parallel

creation or re-creation of the base graph CSR. During this

process, threads store neighbors to the edge array according

to the vertex index (prefix sum) and select a pivot value upon

reaching a chunk boundary.

Crash Consistency and Recovery. PIE ensures crash con-

sistency by atomically updating a snapshot number metadata

after persisting a new update batch. Specifically, an sfence
is issued between the delta batch flush and the snapshot num-

ber update. This guarantees that, after a crash, queries can

access consistent views of snapshots committed before the

crash, avoiding any partial data. Then rolling back to a con-

sistent state involves deleting delta CSRs with IDs larger than

the persisted snapshot number. The crash consistency level

provided by PIE is thus buffered durable linearizability [26],

which is sufficient to enable recoverability of evolving graph

systems, i.e., PIE can rebuild TG components post-crash. For

instance, 𝐺𝑐 can be rebuilt by reconstructing its bitmap by

scanning CSRs of the base graph and all valid deletion deltas.

3.3 LCG-driven Incremental Computations
To maximize the analysis results sharing, CommonGraph

first constructs a complete triangle grid and then computes a

schedule that approximately minimizes the delta size along

the path [1]. However, this method incurs significant over-

head from grid construction, as discussed in Section 2.3.

In contrast, the analytics engine in PIE prioritizes minimal

scheduling and construction costs for deletion-free incremen-

tal analysis while maintaining the analysis results sharing.

v2 v2v3

v4

v0

v1

v3

v4v1

v0

v2 v3

v0

v1 v4

∆1: {∆1+,∆1−} ∆2: {∆2+,∆2−}

v2 v2v3

v4

v0

v1

v3

v4v1

v0

v2 v3

v0

v1 v4

∆0𝑟𝑟= ∅ ∆1𝑟𝑟 ∆2𝑟𝑟

∆1𝑙𝑙 ∆2𝑙𝑙

G0 G1 G2 

LCG0 LCG1 LCG2

Figure 9: Streamlined incremental analysis.
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Common Graph 𝐼𝐼𝐼𝐼𝐺𝐺0,𝑗𝑗/𝐿𝐿𝐼𝐼𝐺𝐺𝑗𝑗 𝐼𝐼𝐼𝐼𝐺𝐺0,𝑗𝑗−1 − Δ𝑗𝑗− 𝐿𝐿𝐼𝐼𝐺𝐺𝑗𝑗−1 − 𝐿𝐿𝐼𝐼𝐺𝐺𝑗𝑗−1 ∩ Δ𝑗𝑗−
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Δ𝑗𝑗−, 𝑗𝑗 − 𝑖𝑖 = 1
Δ𝑖𝑖+1,𝑗𝑗
𝑙𝑙 − Δ𝑖𝑖,𝑗𝑗−1𝑟𝑟 , 𝑗𝑗 − 𝑖𝑖 > 1

𝐿𝐿𝐼𝐼𝐺𝐺𝑗𝑗−1 ∩ Δ𝑗𝑗−

Right Delta Δ𝑖𝑖,𝑗𝑗𝑟𝑟
Δ𝑖𝑖+, 𝑗𝑗 − 𝑖𝑖 = 1
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𝑙𝑙 , 𝑗𝑗 − 𝑖𝑖 > 1
Δ𝑖𝑖+, 𝑗𝑗 − 𝑖𝑖 = 1
Δ𝑖𝑖,𝑗𝑗−1𝑟𝑟 − Δ𝑗𝑗−, 𝑗𝑗 − 𝑖𝑖 > 1

Figure 10: Calculations of components required in the
deletion-free incremental analysis of two systems.

We introduce the concept of the Lasting Common Graph
(LCG), which are defined as the historical common graphs

in TG, i.e., 𝐿𝐶𝐺 𝑗 = 𝐼𝐶𝐺0, 𝑗 . Each 𝐿𝐶𝐺 𝑗 corresponds to a snap-

shot 𝐺 𝑗 and represents the common graph of the snapshots

till the time 𝑗 . PIE builds its deletion-free incremental anal-

ysis schedule centering around LCG, named as LCG-driven
incremental analysis. As shown in Figure 9, this analytics

approach on an LCG grid first analyzes the latest LCG, i.e.,

𝐺𝑐 , same as CommonGraph, and then reaches the preceding

LCGs recursively before incrementally reaching each snap-

shot. In this process, the analysis results first converge on

LCGs and then are reused by the incremental analysis of the

corresponding snapshot and its preceding LCG. Specifically,

the delta between LCGs, denoted by Δ𝑙
𝑗 , is the leftmost IR

delta in TG generated at CommonGraph; while the delta

between 𝐿𝐶𝐺 𝑗 and its corresponding snapshot 𝐺 𝑗 , referred

to as completion delta and denoted by Δ𝑟
𝑗 , comprises a set of

right IR deltas in TG, as shown in Equation 3.

Δ𝑙
𝑗 = Δ𝑙

0, 𝑗 ; Δ𝑟
𝑗 =

𝑗−1∑︁
𝑘=0

Δ𝑟
𝑘,𝑗

. (3)

The advantage of the LCG-driven approach is that the

construction cost of the LCG grid is as small as the cost

of generating consistent snapshots, which are essential for

dynamic graph analytics. Building 𝑁 consistent snapshots in

a dynamic graph system entails applying 𝑁 deletion batches

to previously inserted edges, including the base graph and

any prior addition batches. In this process, each deletion

delta Δ−
𝑖 requires a Difference/Intersection set-set operation
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with 𝐺0 and same operations with Δ+
𝑘
for 𝑘 < 𝑖 . LCG-driven

analysis demands the same complexity of set-set operations

to create the LCG grid. As shown in Figure 10, in PIE, each

deletion delta Δ−
𝑗 needs a Difference/Intersection operation

with 𝐿𝐶𝐺 𝑗−1 to compute the common graph (note that 𝐿𝐶𝐺 𝑗

is the subset of 𝐺0), and same operations with Δ𝑟
𝑖, 𝑗−1 for

𝑖 < 𝑗 to compute the right deltas needed in the grid (note

that Δ𝑟
𝑖, 𝑗−1 is the subset of Δ

+
𝑖 ). The left deltas can reuse the

calculations from LCGs, requiring no additional calculation.

Our key observation to enable this minimal construction

cost schedule is the reuse of calculations on LCGs when

calculating a set of special left IR deltas Δ𝑙
𝑗 . Given the cal-

culation method of 𝐼𝐶𝐺0, 𝑗 in CommonGraph, our calcula-

tion method of 𝐿𝐶𝐺 𝑗 shown in Figure 10 is obvious; while

Δ𝑙
𝑗 = 𝐿𝐶𝐺 𝑗−1 ∩ Δ−

𝑗 because 𝐿𝐶𝐺 𝑗−1 ∩ Δ−
𝑗 is the complement

of 𝐿𝐶𝐺 𝑗−1 to 𝐿𝐶𝐺 𝑗 , which is the definition of Δ𝑙
𝑗 . With this

calculation method, during the calculation of the common

graph 𝐿𝐶𝐺 𝑗 , each edge found both in 𝐿𝐶𝐺 𝑗−1 and Δ−
𝑖 should

not only be removed from 𝐿𝐶𝐺 𝑗−1 but also added to Δ𝑙
𝑗 . This

is implemented by setting the edge bit in 𝑏𝑝𝑙
0, 𝑗 in addition to

resetting its bit in 𝑏𝑝𝑐 . In this way, the calculation of Δ𝑙
𝑗 is

merged into the procedure of generating the common graph.

Additionally, we further refine the calculations of the right

IR delta Δ𝑟
𝑖, 𝑗 = Δ𝑟

𝑖, 𝑗−1 − Δ−
𝑗 , by reusing the calculation Δ𝑙

𝑗

again, to Δ𝑟
𝑖, 𝑗−1 − (Δ−

𝑗 − Δ𝑙
𝑗 ). This reduces the complexity of

a set-set operation by only computing the Δ−
𝑗 − Δ𝑙

𝑗 with the

right delta. Since Δ𝑙
𝑗 is presented by 𝑏𝑝𝑙

0, 𝑗 associated with

Δ−
𝑗 , Δ

−
𝑗 − Δ𝑙

𝑗 requires no computations, as it can be accessed

from the edges in Δ−
𝑗 that do not pass the filtering of 𝑏𝑝𝑙

0, 𝑗 .

In summary, LCG-driven incremental analysis adopts a

scheduling-free strategy that achieves the minimal cost

of constructing the intermediate components needed in

deletion-free incremental analysis.

4 Other Optimizations
4.1 Two-Stage Incremental Analysis
While LCG-driven analytics engine bases its incremental

schedule on the optimal path with respect to the low-cost

construction, it comes with the disadvantage of the increas-

ing divergence between LCGs and their corresponding snap-

shot when the number of snapshots grows. This divergence

diminishes the efficiency of incremental analysis. To mitigate

this issue, we enhance the analytics engine with an optional

technique that may introduce a few delta calculation costs

but improve the sharing of analysis results.

We observe that the completion deltas largely overlap,

particularly consecutive ones. As presented in Figure 10,

the right delta Δ𝑟
𝑖, 𝑗 , a component of a completion delta Δ𝑟

𝑗 ,

⋯⋯

⋯

𝐺𝐺𝑁𝑁

𝐿𝐿𝐶𝐶𝐺𝐺𝑁𝑁𝐿𝐿𝐶𝐶𝐺𝐺𝑁𝑁−𝑊𝑊

Stage-1

Stage-2⋯

𝐺𝐺𝑁𝑁−𝑊𝑊

Δ𝑁𝑁𝑟𝑟1

Δ𝑁𝑁r2

Δ𝑁𝑁−𝑊𝑊𝑟𝑟1

Δ𝑁𝑁−𝑊𝑊𝑟𝑟2

Δ𝑁𝑁𝑙𝑙2Δ𝑁𝑁−𝑊𝑊𝑙𝑙2

Δ𝑁𝑁𝑙𝑙1Δ𝑁𝑁−𝑊𝑊𝑙𝑙1

𝐿𝐿𝐶𝐶𝐺𝐺𝑁𝑁′

⋯ ⋯

Figure 11: Two-stage incremental analysis. The second
stage involves a sub-time window with size𝑊 .

shared many edges with Δ𝑟
𝑖, 𝑗−1, a component of Δ𝑟

𝑗−1. How-
ever, the LCG-driven analysis fails to effectively exploit this

overlap, as each completion delta is processed independently

to avoid the overhead of calculating left IR deltas that cannot

be merged into LCG’s calculation.

To solve this potential issue, we extend the LCG-driven

approach to two stages, with the first stage driven by a local
LCG within a sub-timewindow, while the second stage zoom-

ing out to analyze the LCGs between sub-time windows. As

shown in Figure 11, a local LCG, referred to as 𝐿𝐶𝐺 ′
𝑁
, is incre-

mentally reached from 𝐿𝐶𝐺𝑁 and its results will be shared

by the snapshots in the sub-time window {𝐺𝑁−𝑊 +1, . . . ,𝐺𝑁 }
during the second stage analysis. This local LCG facilitates

the sharing of incremental analysis of consecutive comple-

tion deltas, reducing the divergence between LCG and the

snapshot. In this two-stage grid, all deltas, except the local

left IR Δ𝑙2
𝑖 , could directly use the calculation and storage

introduced in §3.3. For instance, the sub-completion delta

in the first stage Δ𝑟1
𝑖 , could be computed by

∑𝑖−𝑤
𝑘=1

Δ𝑟
𝑘,𝑖
. Yet

the local left IR deltas are new calculations (if𝑊 > 2): using

Eq. 1, Δ𝑙2
𝑖 = Δ−

𝑖 − ∑𝑖−1
𝑗=𝑖−𝑊 +1 Δ

+
𝑗 (𝑖 > 𝑊 ). In two-stage ap-

proach, 𝑁 snapshots require 𝑁 −𝑊 extra delta calculations,

which is still conservative compared with CommonGraph.

Selection of Sub-Time Window Size. The sub-time win-

dow size𝑊 is crucial for the two-stage approach to balance

redundancy reduced and calculation introduced. A large𝑊

allows more snapshots to share the overlap of completion

deltas but increases the overhead of calculating local left

intermediate deltas. Conversely, a small𝑊 presents the op-

posite challenge. The optimal𝑊 depends on multiple factors,

such as the size and structure of the evolving graph, the num-

ber and size of the deltas, and the specific graph query. In

this paper, we empirically select𝑊 = 4.

4.2 LCG-centric Caching
As introduced in §3.2, PIE’s storage systems store all graph

data (multiple CSRs) in PM by default, allowing the system

to scale for processing larger graphs while conserving mem-

ory resources [37, 53]. However, when memory spaces are
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available, DRAM can be utilized to further accelerate query

evaluation due to the noticeable performance gap between

DRAM and PM. Unlike XPGraph, which caches the latest

deltas in DRAM, PIE caches the critical part of the base graph

𝐺0 for two reasons. First, the base graph, logically LCG, is

needed at least twice during the LCG-driven incremental

analysis of each snapshot (§3.3)–once for re-convergence

on itself and once for re-convergence on the snapshot. Sec-

ond, most accesses to the LCG are random, whereas deltas

are accessed sequentially during incremental analysis in the

multi-CSR graph format. To ensure efficient caching, we as-

sign different cache priorities to various portions of 𝐺0 CSR.

The highest priority is given to the vertex array, followed by

the neighbors of high-degree vertices in the edge array (set

through a threshold by users), and finally to other vertices in

the edge array. The selection of the critical parts ultimately

depends on the memory budget. By default, PIE caches the

vertex array of 𝐺0 to maintain memory space efficiency.

5 Evaluation
We implement the prototyped PIE framework in C++ with

using OpenMP for efficient parallelization. The framework

consists of a library providing graph view interfaces intro-

duced in Table 1. The analytics engine and storage system

are developed on top of the GAP framework [3] and Kick-

Starter [43, 62]. The PM-related access and memory manage-

ment is developed using PMDK 1.12 [20].

5.1 Evaluation Methodology
Evaluated Systems. We compare PIE with the following

evolving graph frameworks in the evaluation:

• Two state-of-the-art PM-based evolving graph frame-

works, XPGraph [63] and DGAP [22]. For update

ingestion, both frameworks handle deletion by insert-

ing a new edge with the first bit of the destination

vertex ID flipped. To ensure consistent versioning, XP-

Graph and DGAP read the neighbors into a DRAM

array and apply the deletion to them before returning

the consistent neighbors. We configure XPGraph and

DGAP with their settings in their paper. For query

evaluation, both frameworks originally used recompu-

tation as their analytics engines. We incorporate an

incremental analysis approach Kickstarter [43, 62] to

these SOTA frameworks, denoted as DGAP+KS and
XPGraph+KS, as their PM-aware analytics engine. All

implementations are based on their publicly available

source codes
2,3,4

.

2
https://github.com/ISCS-ZJU/XPGraph

3
https://github.com/DIR-LAB/DGAP

4
https://github.com/pdclab/graphbolt

Table 2: Graph Statistics.

Graph 𝑉 𝐸 Avg. Deg. Dia.

WikiLinks (WK) [35] 13M 669M 64.3 12

uk-2005 (UK) [52] 39M 1.6B 47.4 23

It-2004 (IT) [52] 41M 2.1B 55.7 19

Twitter-2010 (TW) [36] 61M 2.4B 40.5 18

SK [52] 50M 3.7B 77.0 18

Twitter-MPI (TWM) [21] 53M 3.2B 74.7 18

• A direct adaptation of CommonGraph [1] in PM (CG-
PM) with our best efforts. Their entire graph repre-

sentations, such as multi-CSR representations of edge

update batches, are retained in PM.

• A direct PM adoptation of TgStore [5]. As TgStore

primarily focuses on storage cost optimization rather

than query execution, we only evaluate its update in-

gestion performance. Our implementations are based

on our best understanding of the original paper.

Evaluation Platform. All experiments are conducted on

a server with an Intel Xeon Gold 5317 3.00GHz processor

with 12 physical cores. It has 8 DRAM DIMMs with 16 GB

each (128GB in total) and 8 Optane DC DIMMs with 126GB

each (1TB in total) in App Direct mode. The machine runs

on Ubuntu 20.04.6 with Linux kernel 5.1.0. All source codes

are compiled by gcc 10.5.0 with “-O3” flag.

Graph Datasets. Evaluations were conducted with a set of

real-world graphs from different domains. Table 2 lists these

graphs and their key characteristics. Following prior stud-

ies [22, 41, 60, 62], we initialize and warm up the system by

preloading 50% of each dataset as the base snapshot (𝐺0) be-

fore benchmarking update ingestion. Unless otherwise spec-

ified, all experimental results presented in this section are

obtained over 12 snapshots, where each snapshot involves

0.5% edge additions (randomly selected from the remaining

dataset) and 0.5% edge deletions (randomly selected from

the loaded portion). Both ingestion and query evaluation

experiments are conducted with using 12 threads by default.

Graph Algorithms. We use five graph algorithms listed in

Table 3 to evaluate the graph analysis performance as related

work [1, 62].

5.2 Graph Ingestion Performance
Figure 12 presents the geometric mean ingestion throughput

of PIE and four other systems in Million Edges Per Second

(MEPS) across multiple datasets. PIE consistently outper-

forms all other evaluated systems, achieving speedups of

8.4×, 10.8×, 10.9×, and 52.5× over XPGraph, DGAP, CG-PM,

and TgStore, respectively. These results demonstrate the ef-

fectiveness of PIE ’s detached logical graph view and its

contiguous layout design in maximizing data coalescing and

reducing redundant writes. Although CG-PM also utilizes

https://github.com/ISCS-ZJU/XPGraph
https://github.com/DIR-LAB/DGAP
https://github.com/pdclab/graphbolt
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Table 3: Graph Algorithms and their Edge Functions.

Algorithm Push operation for an edge (𝑠, 𝑑)

BFS

level(𝑑) = min{ level(𝑑), level(𝑠) + 1; }

if level(𝑑) changed then add 𝑑 to frontier;

SSSP

dist(𝑑) = min{ dist(𝑑), dist(𝑠) + w(𝑠, 𝑑); }

if dist(𝑑) changed then add 𝑑 to frontier;

SSWP

wide(𝑑) = max{ wide(𝑑), min{ wide(𝑠), w(𝑠, 𝑑); } }

if wide(𝑑) changed then add 𝑑 to frontier;

SSNP

narrow(𝑑) = min{ narrow(𝑑), max{ narrow(𝑠), w(𝑠, 𝑑); } }

if narrow(𝑑) changed then add 𝑑 to frontier;

Viterbi

vite(𝑑) = max{ vite(𝑑), vite(𝑠) / w(𝑠, 𝑑); }

if vite(𝑑) changed then add 𝑑 to frontier;
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Figure 12: The Overall Performance of Ingestion
(Larger the better).

a contiguous layout, the 𝐺𝑐 updates introduce a large num-

ber of small random writes, and thus offsets its intended

benefits. Compared to XPGraph and DGAP, which employ

PM-aware storage optimizations, PIE achieves superior per-

formance by reducing write amplification more effectively.

XPGraph benefits from intra-vertex neighbor coalescing, pro-

viding an advantage over DGAP. However, its performance

is constrained by the overhead of sorting and hierarchical

buffering. TgStore shows a less efficient performance than

other frameworks on large graphs, as it introduces substan-

tial overhead from scans and writes across data blocks of

both baseline snapshots and incremental edge data.

Scalability. We further evaluate the storage system’s sen-

sitivity to workload changes regarding the number of snap-

shots and batch size. We first vary the number of snapshots

(𝑁 ) from 8 to 48 while keeping a delta size at 0.5%. The re-

sults in Figure 13 indicate that PIE consistently outperforms

the related work as 𝑁 grows, confirming its stable ingestion

performance benefits regardless of 𝑁 . We then vary the delta

sizes from 0.1% to 1% while keeping 𝑁 at 12. The results in

Figure 14 show that the speedups of PIE and CG-PM increase

with larger delta sizes, as DGAP experiences longer blocking

for rebalance under larger batch sizes.

0

4

8

12

16

8 12 24 36 48
0

4

8

12

16

8 12 24 36 48

Sp
ee

du
p 

ov
er

 D
G

AP

Number of Snapshots (N)

XPGraph CG-PM PIE

TWMSK

Figure 13: Effect of number of snapshots.

0

6

12

18

0.1% 0.3% 0.5% 0.8% 1%
0

6

12

18

0.1% 0.3% 0.5% 0.8% 1%

Sp
ee

du
p 

ov
er

 D
G

AP

Percent of the Batch Size

XPGraph CG-PM PIE

TWMSK

Figure 14: Effect of batch size.

5.3 Graph Analysis performance
Table 4 reports the overall query evaluation performance

of evaluated frameworks, with PIE configured with all opti-

mizations introduced in Section 4. The results show that PIE

outperforms the compared frameworks by factors ranging

from 3.9× to 105.9×. On average, PIE achieves 20.4×, 18.1×,
and 6.4× speedups compared with XPGraph+KS, DGAP+KS,

and CG-PM, respectively. We observe that the performance

gap between PIE and the other systems is less evident on

the smallest dataset (i.e., WK), but becomes increasingly sig-

nificant on large power-law graphs such as UK and TWM.

This is primarily due to the increasing overhead associated

with identifying and propagating deletion effects over large

highly skewed graph when applying traditional incremental

approaches like KickStarter. In contrast, the deletion-free

streamlined incremental analysis used in PIE is less sensitive

to structural variations. Across diverse datasets and algo-

rithms, PIE achieves 4.8× to 10.2× speedups over CG-PM,

showing the effectiveness of its LCG-driven streamlined in-

cremental analysis in mitigating redundant computations

and optimizing PM access patterns.

Scalability. We also examine how well the analytics engine

can handle varying numbers of snapshots and batch sizes.

We first vary the number of batches from 8 to 48 while keep-

ing the batch size at 0.5%. The results in Figure 15 show that
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Table 4: Time of ExecutingQueries onEvolvingGraphs.

Alg. Graph XPGraph+KS DGAP+KS CG-PM PIE

BFS

WK 14.4s (6.4×) 14.1s (6.3×) 11.8s (5.2×) 2.2s

UK 644.9s (88.0×) 222.6 (30.4×) 66.3s (9.0×) 7.3s

IT 191.8s (29.0×) 78.4s (11.9×) 43.8s (6.6×) 6.6s

TW 171.3s (17.8×) 247.1s (25.7×) 52.8s (5.5×) 9.6s

SK 362.1s (37.5×) 152.9s (15.8×) 77.9s (8.1×) 9.7s

TWM 549.1s (46.2×) 868.3s (73.0×) 74.5s (6.3×) 11.9s

SSSP

WK 19.8s (8.3×) 15.1s (6.3×) 11.5s (4.8×) 2.4s

UK 553.1s (77.6×) 560.1s (78.6×) 64.6s (9.1×) 7.1s

IT 191.4s (25.1×) 130.2s (17.0×) 43.7s (5.7×) 7.6s

TW 163.8s (15.3×) 222.1s (20.7×) 54.0s (5.0×) 10.7s

SK 375.5s (31.9×) 317.7s (27.0×) 77.5s (6.6×) 11.8s

TWM 844.5s (55.2×) 797.2s (52.1×) 77.1 (5.0×) 15.3s

SSWP

WK 12.8s (5.2×) 11.6s (4.7×) 12.1s (4.9×) 2.4s

UK 163.5s (21.5×) 248.6s (32.6×) 67.4s (8.8×) 7.6s

IT 106.6s (15.7×) 85.4s (12.5×) 43.2s (6.3×) 6.8s

TW 139.5s (13.4×) 209.0s (20.1×) 55.9s (5.4×) 10.4s

SK 87.7s (8.4×) 101.5s (9.7×) 78.9s (7.5×) 10.5s

TWM 287.5s (24.1×) 226.4s (19.0×) 76.0s (6.4×) 11.9s

SSNP

WK 12.1s (5.0×) 12.2s (5.0×) 12.3s (5.1×) 2.4s

UK 648s (105.9×) 311.8s (51.0×) 62s (10.1×) 6.1s

IT 199.1s (29.8×) 85.0s (12.7×) 43.4s (6.5×) 6.7s

TW 69.6s (7.0×) 257.0s (25.8×) 55.1s (5.5×) 10.0s

SK 162.8s (15.9×) 145.6s (14.2×) 78.5s (7.6×) 10.3s

TWM 1031s (90.3×) 344.1s (30.1×) 75.2s (6.6×) 11.4

Viterbi

WK 9.7s (3.9×) 12.9s (5.2×) 12.3s (5.0×) 2.5s

UK 93.3s (15.1×) 105.1s (17.0×) 63s (10.2×) 6.2s

IT 163.1s (24.9×) 90.3s (13.8×) 43.4s (6.6×) 6.6s

TW 152.8s (14.5×) 194.2s (18.4×) 56.3s (5.3×) 10.6s

SK 121.9s (12.2×) 226.2s (22.6×) 78.8s (7.9×) 10.0s

TWM 586.5s (42.7×) 374.4s (27.2×) 77.0s (5.6×) 13.7s

Norm. GMean 20.4× 18.1× 6.4× 1
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Figure 15: Effect of number of snapshots (SSSP).

PIE consistently outperforms other works, with the speedup

increasing as 𝑁 grows. In contrast, CG-PM experiences de-

creased speedup with more snapshots due to its quadratic

complexity to 𝑁 in grid construction. We then vary the batch

size from 0.1% to 1% while keeping 12 snapshots. Figure 16

shows PIE and CG-PM achieve a consistent trend of increas-

ing speedups due to the growing benefits of deletion-free

incremental analysis.
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5.4 Breakdown Analysis
To assess the contribution of the proposed PIE components

to the final results in Table 4, we conduct a breakdown anal-

ysis by removing the Detached Logical graph view (no DL)

and the Chunked Neighbor Index (no CNI) from PIE-Basic,

presented in §3. We then add the two-stage technique (TS)

with varying sub-time window sizes and DRAM caching of

the 𝐺0 vertex array (cache). The results in Figure 17 show

that PIE-Basic, including DL, CNI and LCG-driven approach,

achieves average speedups of 5.3× for BFS and 13.7× for SSSP

over CG-PM. Among the three components, DL contributes

the most benefits by eliminating runtime PM writes. The

two-stage technique reduces the analysis time of PIE-Basic

by an average of 14.0% for BFS and 21.8% for SSSP when

𝑊 = 2, and by 24.1% for BFS and 29.3% for SSSP when𝑊 = 4.

Finally, adding DRAM caching further reduces analysis time

by 1.5% to 3%.

5.5 Recovery Cost and DRAM Usage
Table 5 reports the time costs of recovering the system status

of three systems after a crash, which happens after ingesting

12 batches and before analytics. PIE and DGAP could recover

the status within 10 seconds, as their recoveries only involve

a scan of the edge array to recompute the metadata. XPGraph

needs to scan the log to rebuild the graph data in AL, which

is significantly slower. We also profile the peak DRAM space
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Table 5: Recovery Cost (Seconds).

WK UK IT TW SK TWM

XPGraph 3.3 13.8 17.6 16.8 24.6 45.7

DGAP 1.6 4.2 5.0 5.8 8.3 7.7

PIE 0.8 2.2 2.4 3.1 4.5 3.9

Table 6: Peak DRAM Usage.

XPGraph DGAP PIE w/o Cache PIE w/ Cache

WK 17.4GB 2.0GB 686.2MB 741.2MB

TW 21.8GB 9.4GB 2.8GB 3.2GB

SK 20.6GB 7.1GB 2.2GB 2.5GB

occupation of three systems during the entire process of

ingesting and analyzing 12 batches. The results reported in

Table 6 show that XPGraph requires the most DRAM space as

it needs to store a 16GB buffer pool and extensive metadata in

DRAM. In contrast, PIE requires minimal DRAM resources,

even after applying the DRAM caching optimization.

6 Discussion of Generality
The PIE framework is currently implemented on Intel Op-

tane DCPMMs. Despite Intel’s discontinuation of Optane

PM in July 2022 [19], research in PM technologies continues

due to their great potential for data-intensive applications.

Meanwhile, upcoming PM products for the new generation

Intel Xeon Scalable processors (e.g., Sapphire Rapids) will

retain 3D XPoint as their underlying media [39], ensuring

continued applicability of PIE. Beyond Intel, next-generation

PM technologies using alternative media are emerging to

redefine future memory and storage architectures [4, 49, 59].

They are expected to share similar architectural constraints,

including limited internal buffering and high media access

granularity. The design of PIE can be generalized to other

PM devices that exhibit access granularity mismatches, such

as CXL-based Memory-Semantic SSDs [56] and KIOXIA’s

XL-FLASH [32], which have block-level access granularity

(e.g., 4 KB flash pages) significantly larger than cache-line

sizes, leading to severe write amplification. As a result, PIE

will remain highly relevant and is expected to be effective

for PM-based evolving graph analytics across a variety of

next-generation PM architectures.

7 Related Work
PM-based Graph Systems. Several proposals have inves-
tigated the design of static graph systems using single-

machine non-volatile memory. Sage [8] designs a semi-

asymmetric model that combines PM and DRAM to min-

imize costly PM writes. Bae et al. [2] modifies Ligra [61]

to utilize PM in memory mode, controlling PM through the

storage stack. Ghosh et al. [13] and Peng et al. [50] examine

graph applications on PM in App Direct mode, highlighting

its competitive performance against DRAM and memory

mode. PIE also targets App Direct mode, enabling direct

access to durable data via load/store. For dynamic graphs

on PM, an early work is NVGraph [40], which employs an

AL-based graph structure, with each vertex having an array

of pointers to index neighbors in different snapshots. Since

NVGraph was developed before any PM device was released,

recent work [22, 63] does not compare with NVGraph for a

fair comparison [22].

Evolving Graph Systems. On the graph representation

front, Aspen [7] and TEGRA [25] exploit function trees to

represent evolving graphs, indexing the immutable snap-

shots via pointers and storing the mutated sections out-of-

place with pointers to these sections updated in the tree.

Version traveler [28], LLAMA [41] and Graphone [34] em-

ploy linked-based format to manage vertex neighbors with

the degree-array-like structures for identifying snapshots.

Terrace [47] proposes a hierarchical structure that stores low-

degree vertices in an array for better locality and high-degree

vertices in tree structures for efficient updates separately.

On the analytics front, several in-memory incremental anal-

ysis systems have emerged [43, 60, 71]. Early approaches

such as Tornado [60] and Naiad [46] support only edge addi-

tions, while recent work, Kickstarter [62] and Graphbolt [43],

includes deletions, with Graphbolt further supporting the

Bulk Synchronous Parallel (BSP) semantics. IncBoost [71]

discusses the efficiency of different runtime data represen-

tations in Kickstarter, which we adopt the same in PIE as

related systems to ensure a fair comparison.

8 Conclusion
This paper proposes PIE, a PM-based evolving graph system

that features efficient deletion-free incremental analysis of

multiple snapshots. For the amplified write, read, and calcu-

lations introduced by the existing deletion-free incremental

analysis approach, PIE presents the detached logical graph

view, chunked neighbor index, and LCG-driven incremental

analysis to resolve them, respectively. Our comprehensive

evaluation confirms that PIE outperforms state-of-the-art in-

cremental analysis and PM-based graph systems in ingestion,

analysis, recovery, and DRAM usage.
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