Abstract

Deduplication compresses backup data by identifying and removing duplicate blocks. However, deduplication cannot detect when two blocks are very similar, which opens up opportunities for further data reduction using delta compression. Most existing works find similar blocks by characterizing each block by a set of features and matching similar blocks using coarse-grained super-features. If two blocks share a super-feature, delta compression only needs to store their delta for the new block.

Existing delta compression techniques constrain their super-features to find only matching blocks that are likely to be very similar. Palantir introduces hierarchical super-features with different sensitivities to block similarities to find more candidates of similar blocks and increase overall backup compression including deduplication by 7.3% over N-Transform and Odess and 26.5% over Finesse. The overhead of Palantir for storing additional super-features is overcome by exploiting temporal localities of backup streams, and the throughput penalty is within 7.7%. Palantir also introduces a false positive filter to discard matching blocks that are counterproductive for the overall data reduction.

1 Introduction

Data centers protect critical data against system crashes, cyberattacks, or accidental deletion by regularly backing up primary data. The amount of data stored on backup storage systems can be orders of magnitude larger than the size of the primary data because the same primary data can be part of many generations of backup data. The resulting redundant data takes up a lot of unnecessary storage space, making data reduction techniques such as deduplication and delta compression essential for modern backup systems.

Data deduplication reduces the physical size of backup data by storing only unique data blocks. Most deduplication solutions characterize blocks by computing their cryptographic fingerprints. Two blocks are considered identical if their fingerprints are the same [22, 28]. Deduplication is often coupled with lossless compression of the remaining unique data to further improve storage efficiency [8, 19]. Deduplication leaves similar blocks with minor differences untouched, because blocks that differ by a few bytes produce completely different fingerprints. To take advantage of similar blocks, delta compression is introduced to find a potential base block for a new block and then to store only the delta between them [26, 31].
The critical steps in delta compression are estimating the similarity of two blocks and finding the most similar candidate. The most commonly used approach for delta compression of backup data is “N-transform super-feature (SF)”, which is based on Broder’s theorem that the number of independently computed features shared by two blocks is proportional to their similarity [3, 4]. N-transform SF computes \( N \) independent linear transformations for each output of a rolling hash function on the block; the minimum or maximum hash value of each linear transformation is then an independent feature. These features are combined into \( k \) super-features by partitioning them into \( k \) subsets of \( s \) elements each and computing one super-feature per subset. Two blocks are considered similar if they have at least one super-feature in common, and N-transform SF simply takes the first matching block as the base block.

However, existing implementations of the N-transform SF approach, such as the original N-transform SF [4], Finesse [31], and Odess [34], are unable to overcome the accuracy-versus-coverage dilemma. They use fixed parameters \((k, s)\) to compute super-features. In particular, the choice of \( s \) determines the probability threshold that two blocks with a given resemblance will be matched as similar. A high value for \( s \) ensures that the detected blocks are very similar to the new block, whereas many blocks that are still good candidates for delta compression will be discarded, resulting in a low coverage of matching blocks. On the other hand, choosing a lower value for \( s \) may not ensure high accuracy in the candidate selection step, in which case the first fit when selecting a matching block may not have enough similarity to the new block, which is detrimental to the compression ratio.

As a main contribution, our system Palantir introduces a tiered structure to exploit multiple thresholds to detect blocks with different degrees of similarity to improve both compression and coverage compared to using a single threshold. Tier \( i \) builds its super-features for a fixed threshold \( s_i \) and \( s_i \) is decreasing for higher tiers. A decreasing number of features \( s \) per super-feature implies an increasing probability for the same blocks to be classified as similar. Palantir considers two blocks to be similar and candidates for delta compression, if they share at least one common super-feature from any tier. Similarity detection is then performed hierarchically, starting from the tier with the highest threshold, to first detect base blocks with very high similarity.

Base blocks detected for lower thresholds may be false positives for which delta compression does not increase or even decrease the overall compression ratio. Therefore, Palantir’s second contribution is an adaptive filter to detect false positives found using low-threshold super-features. The false positive filter considers both the reduction due to delta compression and the estimated remaining compressibility of the delta block and flags the base block as a false positive if its compressibility is below the lossless compression ratio averaged over a sliding window of previous chunks. We will show that the results of this false-positive filter are very close to the results of an optimal greedy solution in our scenario.

Palantir stores more super-features to build its multiple tiers compared to fixed \((k, s)\) approaches. However, similar blocks detected by super-features with lower thresholds have lower expected similarity and therefore contribute less to the overall compression ratio. The third contribution of Palantir is a metadata lifecycle manager that keeps super-features from higher tiers for shorter periods of time and successfully reduces the additional metadata overhead compared to fixed \((k, s)\) approaches from a linear scale to a constant while maintaining a high compression ratio.

We have built a prototypical backup environment that pipelines deduplication, delta compression, and lossless compression and includes implementations of Palantir, N-Transform SF, Odess, and Finesse [4, 31, 34]. Our evaluation is based on five backup datasets generated from real-world cloud datasets with synthetically generated backup versions and a Linux source code repository. The evaluation shows that the tiered super-features and the false positive filter of Palantir can improve the overall compression ratio (including deduplication) by an average of 7.3% over N-Transform SF and Odess and 26.5% over Finesse. Similarity detection coverage is increased by 27.4% over N-Transform SF and Odess and by 95.8% over Finesse. The false-positive filter improves the compression ratio up to 6.4% for datasets where tiered super-features produce many false positives, demonstrating the robustness of Palantir. Its throughput is 7.7% lower than that of Odess, which is acceptable for backup scenarios. The metadata lifecycle manager is able to reduce the additional metadata for tiered super-features from 133% to 32%. We also see variability between workloads. Some datasets benefit more from the tiered approach, while others only benefit from the false positive filter.

**Outline.** The remainder of this paper is structured as follows. Section 2 introduces the background and discusses our motivation. Section 3 discusses the challenge and describes the design of Palantir. Section 4 introduces the implementation of the prototype system. Section 5 compares the performance and compression ratio of Palantir with the N-transform SF, Odess, and Finesse. The related work is presented in Section 6, and we will summarize our work and give an outlook on future work in the conclusion.

## 2 Background and Motivation

We start by introducing the background and related work on data reduction for backup storage systems. Then we focus on delta compression, discuss the limitations of the current super-feature approaches, and motivate the need for hierarchical super-features to further improve compression ratios.
2.1 Background on data reduction for backup storage

Modern storage systems typically employ three data reduction techniques [25, 31]: deduplication, delta compression, and lossless compression (see Figure 1). First, deduplication ensures that data blocks with identical content are stored only once. Then, delta compression further reduces storage consumption by storing only the differences between pairs of similar but not identical blocks. Finally, conventional lossless compression (such as Zip or ZSTD) is used to compress the remaining data by exploiting repeated bit patterns. Since lossless compression is generic and well studied [11, 24, 33], we will focus here on deduplication and delta compression.

**Deduplication** reduces storage consumption by storing identical blocks only once [7, 14, 18, 19, 27, 32]. In a first step, data is chunked into either fixed-sized or content-defined data blocks. Content-defined chunking (CDC) uses a rolling hash function like Rabin fingerprints to calculate chunking positions based on the data content [23, 30]. Small data insertions or deletions therefore do not affect other chunking positions, increasing the overall deduplication ratio for backup data [17]. Deduplication then generates a strong cryptographic signature (called a fingerprint or FP) for each block of data using a hash algorithm such as SHA-2 [2], and maintains FPs of unique blocks in the FP database. An incoming block can be marked as being a duplicate if its FP is already stored in the database.

**Delta compression.** In backup systems, many highly similar data blocks are generated by small modifications. Delta compression, also called delta encoding, has been designed to eliminate such data redundancies between non-duplicate but highly similar blocks [12, 15, 25]. For each incoming block, it first searches for a similar block (the base block) and then stores only the differences (the delta block) between the incoming block and the base block. Integrating delta compression with deduplication and lossless compression in a large-capacity storage system is helpful for achieving a high data reduction ratio: 1) compared to deduplication, it can further compress similar but not identical blocks, and 2) compared to lossless compression, it can search for and eliminate data redundancy over a global area rather than just within the local compression window. Because of these benefits, delta compression is gaining popularity in backup storage systems [21, 31, 34, 35].

The critical challenge for delta compression is how to find the base block that matches an incoming block. Most existing methods rely on well-designed hash functions [4, 31, 34] to calculate a *sketch* with the property that if two blocks generate the same sketch, they are likely to be very similar. Sketches are maintained in a sketch database. The system compares the sketches of a new block with the database to find a similar block and to perform delta compression. In Figure 1, block B' has the same sketch as B and the system treats them as similar blocks and performs delta compression between them. Alternative machine learning approaches to find matching base blocks are still in their infancies and have to overcome scalability and performance challenges [21].

2.2 Similarity matching based on super-features

A straightforward way to find the most similar block is to compare an incoming block with all n blocks in the database, introducing $O(n^2)$ algorithm complexity for inserting n elements, which is very inefficient. Therefore, most recent research chooses to exploit features [1, 6] or super-features [3, 4, 12, 25, 31, 34] for delta compression, which are more efficient and effective. Next, we discuss how to derive features and super-features by Broder’s theorem [3].

Let $S(A, w)$ denote the set of shingles. A chunk $A$ is partitioned into $m = \text{length}(A) - w + 1$ shingles of length $w$ each, and each shingle $i \in \{0, ..., m - 1\}$ contains the bytes $i$ to $(i + w - 1)$ of $A$. The resemblance of two chunks $A$ and $B$ is then defined as

$$\text{Resemblance}_{w}(A, B) = \frac{|S(A, w) \cap S(B, w)|}{|S(A, w) \cup S(B, w)|}. \quad (1)$$

Broder’s theorem now states that a set of $N$ minimum values $\text{min}_N(S(A, w))$ and $\text{min}_N(S(B, w))$ can be used to estimate the Resemblance$_w(A, B)$. In the following, we call these minimum values *features* and we can, for instance, compute the $N$ minimum values for each block by selecting the minimum hash values of $N$ independent hash functions.

The resemblance of two blocks increases as they share more joint features, so that the quality of resemblance detection increases in $N$. For a new data block $C$, feature-based approaches therefore choose the block with the maximum number of common features with $C$ as its base block. However, iteratively comparing $N$ features between all blocks with at least one matching feature is extremely expensive when scaling $N$, as the underlying computational complexity grows in $O(N^2)$ and the memory consumption in $O(N)$ (see, e.g., [12]). Most feature-based approaches therefore limit the number of features to a small $N$ of, e.g., 4 [1].

To speed up base block search and limit memory consumption, the N-Transform super-feature (SF) approach has been proposed. N-Transform SF computes the first hash function using a rolling hash function [23] and then applies $N - 1$
linear transformations to it [3, 4]. For each hash function, it takes its global minimum hash value as an additional feature. N-Transform SF then divides the $N$ features into $k$ groups of $s$ features each ($N$ can be divided by $k$) and calculates a joint hash value for each group to get $k$ super-features. Two blocks are potential matches if they have one or more SFs in common. All implementations of $N$-Transform SF use a first fit approach to select a matching base block, because loading many potential matches for a new block from storage and comparing them with the new block is too costly. $N$-Transform SF is effective in detecting similar blocks for two reasons: 1) If two blocks have a SF in common, all features of that SF are identical between them, meaning that the blocks are most probably highly similar, and 2) multiple SFs are used to increase the probability to find highly similar blocks. Figure 2 shows the general workflow of using SFs to find similar blocks.

### 2.3 Motivation

Most delta-compression approaches for backup data rely on super-features generated for a single threshold value $s$. We therefore compared the similarity detection and compression ratio of the delta encoding stage of three such super-feature-based approaches with an optimal brute-force approach to understand how many similar blocks remain undetected by them. The brute-force algorithm delta-encodes each new block with all existing blocks to find the most similar base block. To decide whether the detected base block is "similar enough", the optimal solution additionally uses Palantir’s false-positive filter, which will be discussed in Section 3.3.

Figure 3 shows the corresponding results for the DB_Stock dataset (see Table 2). The similarity detection ratio is defined as the ratio between the number of blocks, for which a similar dataset (see Table 2). The similarity detection ratio is defined as the ratio between the number of blocks, for which a similar block can be found, and the total number of blocks. The compression ratio only depicts the compression achieved by the delta compression after the deduplication step.

The reason for the huge gap between the state-of-the-art and the brute-force approach is that a single threshold cannot reduce both the number of false positives and false negatives. A high threshold will miss many potentially similar blocks (false negatives), while a low threshold will select potentially dissimilar blocks as base blocks (false positives). In particular, if we do not find a matching base block, loading many potential matches for a new block from storage and comparing them with the new block is too costly.

The first-fit approach of current super-feature-based systems does not allow them to quantify and discriminate the degree of similarity between similar base block candidates for a new block, leaving them stuck in this dilemma.

This motivated us to develop a flexible similarity detection method with multiple thresholds. As indicated in previous work based on Broder’s theorem [4], we can control the similarity detection threshold by adjusting the number of features $s$ grouped into each of the $k$ super-features. Assuming that two blocks have a resemblance of $p$, the probability that two blocks share at least one common super-feature is

$$P(k, s) = \sum_{i=1}^{k} \binom{k}{i} p^i (1 - p)^{k-i}$$

(2)

Figure 4 shows the impact of different groupings with 12 independent features. $k$ means the number of super-features and $s$ means the number of features grouped in each super-feature.
for this threshold, we can increase the number of potential base blocks by increasing the threshold to \((k, s) = (4, 3)\) in a second step, or even to \((k, s) = (6, 2)\) in a third step. For example, for 65% similar blocks, this increases the detection ratio from 35% to over 90%.

This observation inspired the design of Palantir, which uses hierarchical super-features to match similar blocks. Palantir achieves a higher data reduction ratio than traditional super-feature approaches for two reasons: 1) it extends similarity detection to find more similar blocks by using multiple thresholds, and 2) it searches from the highest similarity tier to the following tiers to always find the expected best base block that maximizes the data reduction ratio.

3 Palantir Design
In this section, we first discuss the challenges of designing a delta-encoding framework that can achieve a very high compression ratio, and present our main ideas for overcoming them. In the following subsections, we describe how these ideas influenced the design of Palantir.

3.1 Challenges and Ideas
In order to optimize the post-deduplication compression ratio, Palantir must identify more potential base blocks than existing approaches, while still selecting the (expectedly) best possible one from among them. More base blocks can lead to more false positives, which can reduce the overall compression ratio and need to be filtered out. The hierarchical super-features also potentially increase the amount of metadata, and we present ideas for storing only relevant metadata using a metadata lifecycle manager.

**How to find the best base block?** Existing approaches use fixed \((k, s)\) values and detect similar blocks using this single threshold. Figure 4 shows that the high threshold required by existing approaches misses the opportunity to detect many base blocks that are still similar enough to a new data block to benefit from delta compression.

Decreasign the similarity threshold increases the number of similar blocks detected, while the similarity of these base blocks to the new data block may vary significantly. Simply selecting a random base block from this set may select a base block with low similarity and may even decrease the overall compression ratio. Palantir overcomes this trade-off by introducing a set of tiered super-features with different detection thresholds and by matching base blocks tier by tier (see Section 3.2).

**How to define and identify false-positives?** Palantir’s tiered super-features increase the similarity range of base blocks and the risk of selecting false positives, for which the compression ratio including delta encoding is even lower than when applying lossless compression alone.

Unfortunately, false-positive filtering cannot be defined solely on the basis of the similarity of blocks, because whether two blocks are “similar enough” to benefit from delta encoding also depends on the lossless compression ratio. For a dataset with a low compression ratio, delta encoding two blocks with low similarity might be beneficial. However, for a dataset with a higher compression ratio, the metadata overhead and reduced compressibility after delta encoding may decrease the overall compression.

Table 1 shows that the compressibility (using only deduplication and lossless compression) can vary significantly between different datasets. In general, we can see a correlation between compressibility and the number of false positives for the five backup datasets. An exception is the Linux code repository, which has a huge compressibility and most similar blocks are found by the first tier, so that it does not generate a significant amount of false positives.

In Section 3.3, we therefore discuss and define false positives based on the interaction between delta encoding and lossless compression and present a self-adaptive mechanism to detect false positives using the history of the lossless compression ratio.

**How to control metadata space consumption?** Existing delta compression approaches already add time and space to the backup system. The tiered super-features increase the amount of metadata even more. For example, three tiers of super-features increase the amount of metadata by more than three times because lower tiers of Palantir contain more super-features because each super-feature contains fewer raw features.

The main insight to reduce this metadata overhead is that older super-features for lower similarity detection thresholds are less likely to contribute positively to the compression ratio. Therefore, we introduce a generational lifecycle control mechanism within Palantir to identify and remove such obsolete super-features (see Section 3.4).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ZSTD Ratio</th>
<th>False-Positive Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB_Stock</td>
<td>2.75</td>
<td>8.68%</td>
</tr>
<tr>
<td>DB_Forex</td>
<td>2.68</td>
<td>10.44%</td>
</tr>
<tr>
<td>VSI_StackOverflow</td>
<td>3.41</td>
<td>7.83%</td>
</tr>
<tr>
<td>VDL_Server</td>
<td>1.80</td>
<td>4.78%</td>
</tr>
<tr>
<td>VDL_Ipod</td>
<td>1.12</td>
<td>6.41%</td>
</tr>
<tr>
<td>Linux</td>
<td>4.97</td>
<td>0.68%</td>
</tr>
</tbody>
</table>

Table 1. Lossless compression ratio when only deduplication and ZSTD compression are enabled, and the ratio of false positives to all base blocks found with tiered SFs.
the similarity detection threshold of a super-feature depends on the parameters \(k\) and \(s\), and different grouping parameters lead to different detection thresholds. Palantir exploits this insight by generating a hierarchy of multiple tiers of super-features.

Figure 5 illustrates how Palantir groups features hierarchically and then matches similar blocks. In each tier, Palantir uses a different \((k, s)\) setting to generate super-features. Therefore, different tiers will naturally have different similarity detection thresholds. Palantir sorts these tiers in descending order of their thresholds, which means that Tier-1 super-features have the highest threshold.

The number of features for each tier \(i\) must be divisible by \(k_i\) to ensure that all super-features in the same tier contain the same number of raw features. Previous studies \([4, 31, 34]\) show that generating 12 features is sufficient to build effective super-features. Therefore, by default, Palantir generates three tiers of super-features from \(N = 12\) raw features. The highest tier sets the parameters \((k, s)\) to \((3, 4)\), the second tier uses the setting \((k, s) = (4, 3)\), and the lowest tier sets \((k, s) = (6, 2)\). Thus, all features can be used in all layers.

With tiered super-features, Palantir can now prioritize base block matching. Palantir queries Tier-1 super-features in the database first. If no base block can be matched for Tier-1, it queries Tier-2 super-features and then proceeds to the following lower tiers. Once a super-feature is successfully matched, Palantir will use that result as a base block. Super-features in the same tier are matched according to the first-fit principle \([12]\) to select the first record that has at least one super-feature in common with the new data block, since all super-features in a tier have the same detection threshold.

This ordered matching has two advantages: 1) Tiers with lower thresholds allow Palantir to find more base blocks. 2) Blocks with higher similarity are more likely to be matched by tiers with high thresholds, ensuring a high accuracy of the matching result.

Palantir does not store super-features of delta blocks in its SF tables, nor does it select such delta blocks as base blocks. The reason is that the resulting chained references would cause severe data fragmentation and require more I/O operations when writing/restoring delta blocks.

However, two challenges remain before Palantir can be successfully applied: First, there can be a lot of false positives introduced by the super-features of the lower tiers. Second, more super-features consume more space to store metadata. By default, Palantir generates 3/4/6 SFs for three tiers and 13 hash tables to store them, while the traditional solution needs only 3 hash tables. The following two sections show how Palantir solves these challenges.

### 3.3 Adaptive False Positive Filter

The objective of applying Delta compression is to improve the overall compression ratio. Thus, it is natural to define a true positive if delta encoding a new block using a base block improves the overall compression ratio and to define a false positive case if it cannot.

This criterion is extremely costly to apply directly. Modern lossless compression algorithms typically require an input buffer to achieve a good compression ratio. This input buffer is much larger than a 4 or 8 KB data block, so each input buffer contains tens of data blocks. Directly testing whether delta compressing a block improves the overall compression ratio is therefore very inefficient, because it generally requires computing the lossless compression ratio for every combination of delta-compressed and non-delta-compressed blocks. This overhead does not even take into account that overflowing blocks between buffers can change the lossless compression ratio for subsequent buffers.

However, the large input buffers for lossless compression also have a dampening effect on the compression ratio, and the compressibility of a dataset typically does not change much in the case of small input changes. Additionally, commonly used delta encoding libraries such as xDelta \([16]\) include a local lossless compression step to compress the delta block. As a result, it is difficult to compress the encoded delta block further in the subsequent lossless compression step.

The key idea of Palantir’s false positive filter is to replace the exact comparison with an estimate by comparing the delta compression ratio of the current block (including the lossless compression of the delta encoding library) with that of the previous \(L\) lossless compression records. If this delta compression ratio is higher than the average value of those \(L\) records, we mark it as a true positive; otherwise as a false positive.

An advantage of the false positive filter is that we only need to compress the delta block, not the entire compression window, to identify false positives. Furthermore, we...
will show in Section 5.5 that this approach achieves a compression ratio which is very close to an optimal greedy false positive filter.

### 3.4 Version-based Lifecycle of Metadata

Tiered super-features create nearly four times more metadata per data block than a single tier (3,4) solution. Palantir therefore includes a metadata lifecycle mechanism that is based on two insights to optimize the metadata space consumption:

- Lower-tier SFs contribute less to the compression ratio because they have a lower detection threshold and therefore base blocks detected by them are expected to have less similarity to the original block. Conversely, they take up much more space than higher-tier super-features.
- The majority of similar blocks appear in newer versions because they are usually generated by minor modifications to existing data [35].

We want to reduce the metadata size with as little compression ratio loss as possible, so we focus on removing metadata from older versions of lower tiers. Palantir manages the metadata lifecycle with the same priorities as it manages the base block matching: Tier-1 SFs are most important and have the longest lifespan, while SFs in lower tiers are less important and have shorter lifespans.

The default setting of Palantir keeps Tier-1 SFs for all versions, Tier-2 SFs for 5 versions, and Tier-3 SFs for 2 versions. Compared to existing solutions with only one SF tier, the additional metadata of Palantir comes from the Tier-2 and Tier-3 SFs of the last five and two versions, respectively. This metadata overhead is a constant and does not increase as more backup versions are stored.

One remaining challenge is that duplicate blocks can create duplicate records in the SF tables. Traditional storage systems do not compute or store super-features for duplicated blocks because their super-features have surely been stored before. However, Palantir removes SFs of blocks after the end of the lifetime of the corresponding tier. If there is a more recent duplicate version of a block that belongs to removed metadata, Palantir must take measures to ensure that this information is not lost. Otherwise, it would be impossible to find the corresponding super-features and delta-encode against that block. Simply storing super-features for duplicates in every backup generation is not efficient, as this would significantly bloat the metadata tables.

Palantir therefore additionally computes super-features for duplicates and adds them to the most recent version $T$ of the SF tables. Then it deletes this entry from version $T - 1$ of the SF tables. After a backup run finishes, Palantir directly removes outdated tables of super-features and creates a new table at the tail of the queue for the next version (see Figure 6).

Our profiling of the compression stage in the evaluation section will show that the overheads for computing more super-features than traditional solutions is small and can be hidden by the pipeline architecture.

### 4 System Implementation

In this section, we present the implementation of the Palantir prototype (see Figure 7). Our framework works as a four-stage pipeline. The blue rectangles in the Figure 7 represent operations that work identically in Palantir compared to traditional storage systems that provide deduplication, delta compression, and lossless compression. The yellow rectangles represent operations that are added or modified by Palantir. The metadata manager in Palantir differs from traditional solutions by having more hash tables to store tiered SFs. In the following, we introduce these stages:

**Chunking:** We use the FastCDC algorithm to chunk the input data stream into data blocks [30]. FastCDC is a content-defined chunking (CDC) algorithm, similar to Rabin fingerprinting, that computes chunking positions according to the data content. FastCDC requires fewer operations per byte than Rabin fingerprinting and can normalize the chunk size distribution, which simplifies later delta encoding.

**Hashing:** The hashing stage computes a strong 160-bit SHA1 FP for each data block to support data deduplication...
and 64-bit SFs to enable delta encoding. We compute SFs using the N-Transform algorithm [4] and apply an additional sampling approach introduced by Odess [34]. Setting the sampling ratio to our default value of 1/128 means that, on average, we only need to compute one linear transformation for every 128th byte to generate SFs. Previous studies have shown that this sampling ratio has almost no effect on the resulting delta compression ratio [34].

Compression: The third stage compresses data blocks by performing deduplication, delta compression, and lossless compression. Palantir first checks the FP of an incoming block in the fingerprint table. If it is already stored there, the data block is a duplicate and the system will only store a reference for it. Otherwise, the system tries to match a similar base block according to the block’s SFs. If there is a similar block, it conducts delta encoding and then checks whether it is a false positive. False positives will be marked as independent blocks. Finally, the encoded delta block or the independent block will be passed to the ZSTD compression, which combines data blocks into 128 kByte segments.

Writing: The fourth stage writes the compressed data to the storage backend and updates the metadata tables. It will first add new FPs to the FP table and SFs into the SF table of the current backup version. It then removes the same SF records from the previous versions’ SF table. When a complete backup version finishes, it additionally removes outdated SF tables.

5 Evaluation

In this section, we present the evaluation of Palantir using five backup datasets and a Linux source code repository. The evaluation includes a comparison with three state-of-the-art (SOTA) delta encoding approaches, and sensitivity studies on the impact of Palantir’s components and the change rate between backups on compression ratio. We also compare Palantir’s false positive filter with an optimal false positive filter and a heuristic, and profile the performance of Palantir. We further analyze the ability of our metadata lifecycle manager to reduce metadata overhead using an additional dataset of 100 backup versions. Our main findings are:

- Palantir increases the end-to-end compression ratio (including deduplication and lossless compression) on average by 7.3% over the best alternative approach, ranging from 1.1% to 12.0% for individual datasets.
- Palantir is able to find 27.4% more similar blocks than the next best approach and to increase the compression ratio of the delta encoding stage by 9.3%.
- The throughput loss compared to the fastest delta compression algorithm can be bounded by 7.7%.
- The detection rate and end-to-end compression ratio of our false-positive filter is close to that of an optimal greedy filter, successfully filtering out base blocks that degrade the overall compression ratio.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size (GB)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB_Stock</td>
<td>5.211</td>
<td>Stock price database</td>
</tr>
<tr>
<td>DB_Forex</td>
<td>55.006</td>
<td>Forex database</td>
</tr>
<tr>
<td>VSI_StackOverflow (VSI_SOF)</td>
<td>200.375</td>
<td>Web pages of StackOverflow</td>
</tr>
<tr>
<td>VDI_server</td>
<td>318.193</td>
<td>Server images</td>
</tr>
<tr>
<td>VDI_ipod</td>
<td>1256.018</td>
<td>Ipod images</td>
</tr>
<tr>
<td>Linux</td>
<td>16.888</td>
<td>Linux kernel code</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0.1 - 5.0.21</td>
</tr>
</tbody>
</table>

Table 2. Test datasets

- The metadata lifecycle manager reduces the amount of additional metadata by 49% on average for all six datasets, and from 133% to 32% for the 100-version dataset. As the number of backup generations increases, the additional space converges to a constant overhead compared to SOTA.

5.1 Experimental setup

Testbed: All experiments were performed on a single socket Intel Xeon 8260 CPU server with 24 cores running at 2.4 GHz. The server had 512 GB of RAM and a 14 TB SSD disk, and was running Ubuntu 16.04.7 LTS. We used the FastCDC[30] algorithm to chunk the data, xDelta-3 [16] for delta encoding with the local compression level set to 1, and ZSTD-1.3.1 with level 10 for lossless compression.

Datasets: The evaluation contains results for five backup datasets and a Linux kernel source code repository (Table 2).

The initial versions of the backup datasets are based on data collected from a global cloud provider, including database images, websites, server images, and iPod images. We synthetically created 20 backup versions for each of these datasets by first dividing the datasets into 8 kB blocks. Then, for each block, we randomly selected whether to add a new block, modify the block, or delete the block. By default, we added new 8 kB blocks after 1% of the existing blocks. For each byte in a new block, we randomly selected one byte from the original block to maintain the same byte distribution between blocks. We modified 3.5% of the blocks by randomly choosing a modification length between (0, 50%) and then randomly choosing a starting position that ensured that all modifications could be made within the block. Again, all bytes in the section were replaced with a randomly selected byte from the original block. We also randomly deleted 0.5% of the blocks from the new record. Note that the changes to the 8 kB blocks regularly exceeded the boundaries of the chunks created by the content-defined FastCDC algorithm, which created blocks with an average size of 9.7 kB. The Linux kernel dataset contains 21 kernel versions from 5.0.1 to 5.0.21, and each version has been packed into an uncompressed .tar file.

Baseline setup: We have compared Palantir with the following three state-of-the-art delta-compression algorithms:
• The original N-Transform SF approach uses $N = 11$ linear transformations to the output of its rolling hash function to generate $N$ independent hash functions and features [4]. Then it combines 12 features into 3 super-features. It has a high compression ratio but a low performance, as the linear transformations are computationally expensive [31].

• Finesse splits each data block into 12 sub-blocks and uses a hash function to generate 12 independent features from them [31]. Finesse does not perform linear transformations and greatly improves the performance of the super-feature generation at the cost of a decreased compression rate [34].

• Odess first generates a small content-defined sample of the outputs of its rolling hash function and then computes the N-Transform algorithm on this sample [34]. It has the highest speed with a very minor compression ratio loss compared to the N-Transform SF approach.

To fairly compare the performance of these baseline algorithms with the performance of Palantir, we use our pipeline for all implementations and simply replace the similarity detection algorithm with the baseline algorithms. The parameters for all baseline algorithms have been set according to the settings in the corresponding papers, e.g., all of them generate 12 raw features and 3 super-features.

**Evaluation metrics:**

• The **end-to-end compression ratio** (E2E ratio) of the entire system includes deduplication, delta encoding, and lossless compression, and maximizing the E2E ratio is a primary goal of backup compression frameworks. When calculating the average E2E ratio, we normalize the E2E ratio to the Finesse ratio to provide a fair comparison and remove the effect of dataset variances.

• The **Delta Compression Coverage** (DCC) divides the number of similar blocks by the total number of blocks after the deduplication step and characterizes the capability of the similarity detection approach to detect base blocks.

• The **Delta Compression Ratio** (DCR) divides the data size before delta compression by the data size after delta compression. It measures the data saved in the delta compression stage and higher values therefore are better.

• The **Delta Compression Efficiency** (DCE) computes the average delta compression ratio over all similar blocks.

• **Throughput:** We measure the end-to-end throughput of the entire system to directly compare the efficiency of all algorithms when being integrated into a backup framework.

DCC, DCR, and DCE have been used in previous works (e.g., [31] and [34]), whereas previous work typically have not investigated the E2E ratio and the throughput based on the complete backup pipeline.

### 5.2 Comparison with baseline approaches

This section uses the different datasets and our five metrics to compare Palantir with the three baseline algorithms. Table 3 shows the average results for all metrics for each algorithm, while the following figures also show the individual results over the different datasets. Palantir improves the average end-to-end compression ratio over all datasets by 7.3% compared to Odess and N-Transform and by 26.5% compared to Finesse. We also run the optimal brute-force algorithm from Section 2 on the DB_Stock dataset. Its E2E ratio is 17.8% higher than Palantir and 27.7% higher than Odess.

Figure 8 shows that Palantir improves the compression ratio compared to all baseline approaches for all cloud backup datasets. For the Linux dataset, which is extremely highly compressible, Palantir still slightly improves the compression ratio by 1.1% compared to Odess. The contribution of the tiered super-features and the false-positive filter varies between datasets and is further analyzed in Section 5.3.

The improved compression rate comes at the cost of a slightly reduced throughput. On average, Palantir is 7.7% slower than Odess, which seems acceptable in backup environments. The performance ranking varies depending on the dataset (see Figure 9), which can be explained by our pipeline structure. The baseline approaches compute features in the compression stage only for non-duplicate blocks, while

![Figure 8. End-to-end compression ratios](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>E2E ratio</th>
<th>DCC</th>
<th>DCR</th>
<th>DCE</th>
<th>Thrpt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-Transform SF</td>
<td>1.183</td>
<td>0.442</td>
<td>2.559</td>
<td>20.821</td>
<td>123,969</td>
</tr>
<tr>
<td>Finesse</td>
<td>1.000</td>
<td>0.290</td>
<td>1.973</td>
<td>28.691</td>
<td>165,998</td>
</tr>
<tr>
<td>Odess</td>
<td>1.180</td>
<td>0.446</td>
<td>2.544</td>
<td>20.596</td>
<td>177,947</td>
</tr>
<tr>
<td>Palantir</td>
<td>1.265</td>
<td>0.568</td>
<td>2.780</td>
<td>17.868</td>
<td>165,249</td>
</tr>
</tbody>
</table>

**Table 3.** Average performance over all datasets. The E2E ratio is normalized to Finesse and the throughput is in MB/s.
Palantir already computes features in the hashing stage for all blocks. Computing features in the hashing stage makes the pipeline more balanced at the cost of computing more features.

The computational overhead dominates performance for backup datasets with a high deduplication ratio, while for the Linux dataset, whose deduplication ratio is only 2.19, the more balanced pipeline of Palantir can increase throughput. Since data reduction is its primary goal, Palantir introduces more computational overhead to save space. In scenarios that focus more on performance, using the traditional pipeline structure may be a better choice.

We further analyze the impact of the pipeline on performance in Section 5.6 and show that the performance loss of Palantir can be overcome in future work by a better pipeline design and implementation, as the impact of the super-feature sampling itself on the overall runtime is low.

Figure 10 shows that Palantir finds many more base blocks than the baselines, on average 27.4% more than the next best approach (see also Table 3), demonstrating the effectiveness of Palantir’s hierarchical feature grouping. The only slight exception is the Linux dataset, a code repository with an extremely high degree of redundancy for Tier-1 features (see also Figure 15). In this case, Palantir finds only 0.3% more similar blocks than Odess and N-Transform SF. The DCC ratios of Odess and N-Transform SF are nearly identical, while Finess misses many opportunities to find base blocks.

Finding more base blocks also leads to an improved delta compression ratio of Palantir of 9.3% compared to Odess and N-Transform SF (see Table 3). Figure 11 shows the improvements are again consistent across almost all backup datasets. The results of this metric show that the base blocks additionally detected by Palantir are true positives and can improve the compression ratio.

Figure 12 depicts the average similarity of all similar blocks found by the different algorithms. Since Palantir introduces tiered super-features to increase the number of base blocks, it is natural that it finds more base blocks with comparatively low similarities. This result also indicates the importance of the false positive filter.

This section has shown that the improvements of Palantir depend on the dataset characteristics. These datasets are all realistic but represent different scenarios. For backup datasets, Palantir detects many similar base blocks missed by traditional methods, significantly improving the E2E ratio. For source code repository datasets such as the Linux dataset, which has a very high degree of redundancy for Tier-1 features, there are few such blocks, so they can also
be handled well by traditional methods such as Odess with higher performance.

5.3 Compression ratio contribution breakdown
This experiment is designed to understand the contribution of each technique: deduplication, lossless compression (ZSTD), Tier-1 delta compression, tiered-SF, and false positive filter in Palantir on the compression ratio. To quantify the individual contributions, we enable these techniques one at a time and use the difference between the settings as the contribution of a technique. Since the metadata lifecycle manager slightly reduces the compression ratio, we disable it to better understand the contribution of each technique.

Figure 13 shows the contribution of Tier-2 and Tier-3 super-features (summarized in Tiered-SF) and of the false positive filter in relation to deduplication, ZSTD compression, and standard delta compression. The compression ratios shown for each technique assume that all previous techniques are enabled. For datasets with a high degree of redundancy, such as VSI_StackOverflow and Linux, almost all of Palantir’s improvement comes from the false positive filter, while the contribution of the tiered super-features is close to zero for them. The reason is that the final ZSTD compression achieves a very high compression ratio for these datasets, and performing delta-encoding between two blocks with low resemblance then contributes very little or even negatively to the end-to-end compression ratio. These false positives diminish the benefit of the true positives, leading to a zero contribution from tiered super-features alone.

Figures 14 and 15 show the proportion of similar blocks detected and data reduced by the three tiers after the false positive filter. Tier-2 and Tier-3 contribute about 50% of the similar blocks detected and reduce about 43% of the data in the delta compression stage on five backup datasets. The higher contribution of Tier-3 compared to Tier-2 can be explained by the integral under the curves in Figure 4. The figures also show that the true positives from Tier-2 and Tier-3 feature detection contribute significantly for the VSI_StackOverflow dataset, while for the Linux dataset most similar blocks are already detected after Tier-1 and the task of the false positive filter is to filter out base blocks with too little similarity.

5.4 Different backup generation settings
In this section, we evaluate the sensitivity of Palantir to the modification ratio between different backup versions (see Section 5.1 for the default settings). We chose DB_Stock as the base version and generated 20 backup versions with different modification settings.
In the first experiment, we varied the proportion of blocks for which we trigger changes between 1% and 10%. For each backup version, we kept the relative proportions of additions, modifications and deletions the same as in the default setup. Figure 16 shows that the E2E compression ratio of Palantir is between 4.57 and 10.04% (average 8.22%) higher than that of Odess, and between 12.27 and 28.72% (average 22.78%) higher than that of Finesse. The advantage of Palantir increases as more blocks are updated between backup versions, since this naturally leads to more opportunities to find similar blocks.

In the second experiment we changed the parameters of the modification operation. The default modification operation randomly selected a length for each modification in [0, 50%] of the block length. In this experiment we changed the upper limit for the length of the modified segment to be between 10% and 90% of the block length. Figure 17 shows the E2E compression ratio for different modification ranges. Palantir gains 2.92 – 9.28% (average 7.39%) over Odess and between 12.27 and 28.72% (average 22.78%) higher than that of Finesse. The advantage of Palantir increases since this naturally leads to more opportunities to find similar blocks.

The modified block is similar to the original block when the modified part of a block is small, and these small modifications can often be detected by both Palantir and Odess. As the range increases, the modified blocks have less similarity to the original blocks and often cannot be detected by traditional methods, so the advantage of Palantir increases.

In conclusion, these two experiments outline the advantages of Palantir for different backup behaviors. Palantir outperforms traditional algorithms in all cases, while this gap depends on the similarity between backup versions.

5.5 Quality of the false positive filter
In this section, we compare our false positive filter with an optimal greedy approach that has no information about blocks written in the future, and with an algorithm that has limited knowledge about such upcoming blocks.

We start with two constraints on the capabilities of an optimal algorithm $A_{opt}$. First, we want to compare it to an optimal streaming algorithm, so we require that $A_{opt}$ must be greedy in deciding whether a new block is a false positive or not, without having any information about subsequent blocks. Second, the assignment of data blocks to ZSTD compression segments does not differ between algorithms. The reason for the second restriction is that we are focusing on the local properties of the false positive filter, and moving a single data block between two segments can theoretically completely change the compression ratio of all subsequent segments.

We now assign $m$ data blocks to a ZSTD compression segment. The uncompressed content of a block $i \in \{0, ..., m - 1\}$ is called $b_i$ and the delta encoded content of the same block is called $\delta_i$. If there is no similar base block for block $i$, then $\delta_i = 0$. The task of a false positive filter $A$ is now to add $a_i \in \{b_i, \delta_i\}$ to the ZSTD segment. The input for an algorithm is the new block $b_i$ with $0 \leq i \leq (m - 1)$ and the representations of the previous blocks $\{b_0, ..., a_{i-1}\}$.

Algorithm $A$ is now defined to be optimal under these constraints if for all other algorithms $\tilde{A}$ under the same constraints it holds that if the encoding for $\{a_0, ..., a_{i-1}\}$ is the same for $A$ and $\tilde{A}$, but the decision for $b_j$ is different for $0 \leq j \leq (m-1)$, then there exists a set of blocks $\{b_{j+1}, ..., b_{m-1}\}$ for which the compression ratio $ZSTD(a_0, ..., a_{i-1}, b_j)$ for $A_{opt}$ is higher than $ZSTD(a_0, ..., a_{m-1})$ of $\tilde{A}$. An optimal greedy algorithm does not have to produce better results than competing algorithms for all sequences of input blocks, but if its decision differs from a competing algorithm, then there must be at least one sequence of subsequent blocks for which $A$ achieves the same or a better compression ratio.

Optimal greedy algorithm $A^*$: We will show that the following algorithm $A^*$ is optimal: For each new input block $b_i$, $A^*$ computes the compression ratio $ZSTD(a_0, ..., a_{i-1}, b_j)$ and $ZSTD(a_0, ..., a_{m-1}, \delta_j)$ and then simply selects the representation which produces the higher compression ratio.

For the proof, we select the smallest $j$ for which the representation of $A^*$ and another algorithm $\tilde{A}$ differ. In this case, the compression ratio of $A^*$ must be better than or equal to (by definition) the compression ratio of $\tilde{A}$ for the set of blocks $\{b_0, ..., b_j\}$. We then simply select a set of blocks $\{b_{j+1}, ..., b_{m-1}\}$ as subsequent blocks, which are completely random and which cannot be delta encoded or compressed. In this case, the compression ratio of $A^*$ remains better than the compression ratio of $\tilde{A}$.

Segment Future: For comparison, we also include the Segment Future Algorithm $S$ that knows the complete ZSTD segment before making its decisions. This algorithm first fills the ZSTD segment with the $m$ delta blocks by setting $s_i = \delta_i$ for all $i \in \{0, m - 1\}$. Then the algorithm iterates once through all the delta blocks and checks if replacing $\delta_i$ with

\footnote{For $i = 0$ and $j = m - 1$, $\{a_0, a_{i-1}\}$ and $\{a_m, a_{m-1}\}$ both represent the empty set.}
Table 4. Comparison between the Palantir heuristic and an optimal greedy false positive filter on VSI_StackOverflow dataset.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>False positive count</th>
<th>End-to-end comp. ratio</th>
<th>Throughput (MB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palantir</td>
<td>165,946</td>
<td>32.490</td>
<td>131.519</td>
</tr>
<tr>
<td>Optimal Greedy</td>
<td>189,648</td>
<td>32.819</td>
<td>20.468</td>
</tr>
<tr>
<td>Segment Future</td>
<td>197,088</td>
<td>32.921</td>
<td>9.720</td>
</tr>
</tbody>
</table>

5.6 Performance profiling

Figure 18 shows the time taken by different pipeline stages in Odess and Palantir for the VSI_StackOverflow dataset. Palantir introduces overhead when calculating super-features, and as a result the hashing stage takes 3.5× as long as in Odess. In addition, the writing stage takes 3.5× as long as in Odess due to the additional metadata update mechanism. However, this overhead can be hidden by the pipeline structure and does not affect throughput.

Figure 19 breaks down the time spent in the compression phase for Odess and Palantir, which is the bottleneck of the system. Palantir spends more time on delta encoding because it finds more similar blocks. However, the time spent on ZSTD compression is 13.9% shorter than in Odess, because Palantir eliminates more data in the delta compression stage and submits less data to ZSTD compression, which is much slower than delta encoding. This result shows that putting more effort into delta compression can have two benefits: First, it can increase the compression ratio. Second, it can reduce the amount of data subjected to the subsequent, less efficient lossless compression, thus saving time.

Another finding is that Palantir spends much more time on deduplication than Odess. This is because the performance of the Palantir deduplication module is sensitive to resource contention (both compute and memory). Unfortunately, Palantir introduces additional compute overhead and increases memory pressure to compute the features of all blocks and update metadata. It degrades the performance of the deduplication module and slows down the entire system. This negative impact increases with larger datasets.

In summary, the pipeline structure already helps to hide the overhead of additional feature computation in Palantir, and the time spent on additional delta encoding can be partially saved in the lossless compression procedure. The profiling results also point to two future optimizations. The first is to make the pipeline more balanced by moving the ZSTD compression to a new stage. The second is to optimize the deduplication module to make it less sensitive to resource contention.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Palantir w/o metadata mana</th>
<th>Palantir w/ metadata mana</th>
<th>Overhead reduction in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB_Stock</td>
<td>3.002</td>
<td>1.946</td>
<td>52.75%</td>
</tr>
<tr>
<td>DB_Forex</td>
<td>2.971</td>
<td>1.988</td>
<td>49.87%</td>
</tr>
<tr>
<td>VSI_SOF</td>
<td>2.890</td>
<td>1.922</td>
<td>51.21%</td>
</tr>
<tr>
<td>VDI_Server</td>
<td>2.476</td>
<td>1.815</td>
<td>44.81%</td>
</tr>
<tr>
<td>VDI_Ipod</td>
<td>2.541</td>
<td>1.730</td>
<td>52.60%</td>
</tr>
<tr>
<td>Linux</td>
<td>3.736</td>
<td>2.562</td>
<td>42.90%</td>
</tr>
</tbody>
</table>

Table 5. Size of SF tables (normalized to Odess) of Palantir without and with metadata lifecycle management.
The reason is that Palantir finds 40.8% more similar blocks than Odess on backup datasets (see Figure 10). These similar blocks generate SF records in the Odess system, but not in Palantir. Therefore, improving delta coverage also alleviates the metadata explosion problem.

5.7 Metadata size measurement

This experiment is designed to measure metadata space consumption and evaluate the effectiveness of Palantir’s metadata lifecycle control mechanism. In addition to the six datasets used in previous experiments, we also created a backup dataset of 100 versions based on the DB_Stock dataset using the method from Section 5.1.

Table 5 shows the size of SF tables for the six datasets compared to the size required by Odess. The optimized metadata manager successfully reduced 42.90-52.75% (average 49.02%) of extra metadata introduced by tiered super-features. The metadata overhead on the Linux dataset is relatively high because this dataset has an extremely high degree of redundancy, and Palantir only finds 0.4% more similar blocks than Odess. In other datasets, Palantir finds much more similar blocks, and those similar blocks will not generate SF records, which then reduces the size of SF tables.

Figure 20 shows the number of SF records for an increasing number of backup versions for the DB_Stock dataset. Palantir without metadata lifecycle manager generates 133.3% extra super-features. Palantir with metadata manager can effectively eliminate valueless metadata and only produces 32.4% extra metadata. This extra space consumption converges to a near-constant level within 10 backup versions. This result proves that the metadata lifecycle control mechanism successfully solves the metadata explosion problem.

The metadata space of Palantir with and without optimization are both smaller than we expected in Section 5.1. The reason is that Palantir finds 40.8% more similar blocks than Odess on backup datasets (see Figure 10). These similar blocks generate SF records in the Odess system, but not in Palantir. Therefore, improving delta coverage also alleviates the metadata explosion problem.

6 Related Works

Palantir builds on previous work on deduplication and delta compression. Deduplication is a widely used technique that uses fingerprints to eliminate duplicate blocks [7, 10, 14, 19, 27, 32]. Since a small change can change the data chunking point and affect all following blocks, content-defined chunking (CDC) was developed to realign data streams [20, 30]. Delta compression is able to compress similar but not identical blocks. The main approach to find similar blocks is the N-Transform SF approach [4] based on Broder’s theorem [3]. Finesse [31] uses the min hash of different regions to replace the global min hash of different hash functions and speed up computation. Odess [34] optimizes SF generation by content-defined-sampling to generate a small sample from the original block and then perform the N-Transform SF algorithm only on the small sample.

Aronovich et al. optimized the selection of features to overcome skewed distributions. They first find the top four hash values, then move a few positions in the block and use the corresponding hashes as features. From the possible set of candidate blocks, they then select the best matching block [1]. MeGA and Dare use data locality to optimize the system. MeGA [35] assumes that most similar block pairs occur in adjacent versions. Therefore, it limits the SF search range to blocks that are related to the current and previous versions. Dare [29] also takes advantage of the fact that modified blocks in a backup system may be very similar to their previous versions. It then quickly identifies all blocks adjacent to duplicated blocks as possible similar blocks.

Several approaches have focused on applying delta compression to distributed scenarios. Shilane et al. proposed to apply delta compression to wide area networks (WAN) [25]. AA-Dedup [9] performs source deduplication by clustering incoming data by application type. EF-Deduplication [13] proposes a cluster grouping mechanism to facilitate the deployment of delta compression on edge devices.

DeepSketch [21] uses machine learning for delta compression. It trains a CNN model to generate a sketch from a data block and uses an approximate nearest neighbor (ANN) engine to find the block with the closest sketch as the base block.

Migratory Compression (MC) groups similar data together and then uses lossless compression to compress the entire group. MC [15] therefore uses super-features to identify similar blocks on a GB-level range and migrates them together before applying lossless compression. MC was inspired by the Burrows-Wheeler transformation [5], which detects and groups similar data on a small KB-level range.

7 Conclusion

In this paper, we proposed Palantir to improve similarity detection and compression ratio for delta compression. Palantir groups raw features into multiple tiers of SFs with different matching thresholds, which allows Palantir to find more similar blocks while matching highly similar blocks first. We proposed a self-adaptive false positive filter using the average lossless compression ratio as a threshold, which improves the robustness of the system against false positives.
We also designed a metadata lifecycle control mechanism to control the metadata overhead to a constant level. Using six different datasets, we evaluated Palantir and compared it to three other baseline works. The results show that Palantir finds 27.4% more similar blocks and improves the end-to-end compression ratio by 7.3% at the cost of a 7.7% reduction in system throughput. Palantir also achieves a stable compression ratio gain for different change rates among backup versions. The metadata lifecycle manager reduces the metadata overhead by 49% and this overhead converges to a constant value for more backup versions. In the future, we will further optimize the pipeline design to improve throughput and explore new caching mechanisms for large datasets. We will also explore an automatic approach to decide whether tiered super-feature should be enabled based on the contribution to data reduction by each tier.
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