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Abstract—Federated Learning (FL) has surged in popularity, allowing machine learning models to be collaboratively trained using decentralized client data, all while upholding privacy and security standards. However, leveraging locally-stored data introduces challenges related to data heterogeneity. While many past studies have addressed this non-IID problem, they often overlook the dynamic nature of each individual client’s data or disrupt its continuous shift. In this paper, our emphasis is on the challenges posed by temporal data distribution shift along with non-IID data across clients, a more prevalent yet complex situation in real-world FL. We propose to analytically capture the evolving nature of each local data distribution, by modeling them as a time-varying composite of multiple latent Gaussian distributions. We then employ the expectation-maximization (EM) algorithm to deduce the distribution model parameters based on the prevailing observed training data, ensuring that the learned mixture proportion weights mirror a consistent trajectory. Additionally, by embedding an adaptive data partitioning method into the EM algorithm and using each partition to train a distinct sub-model, we realize an intuitive and novel personalized FL paradigm. This refines the FL training by exploiting the heterogeneity and temporal shifts of clients’ datasets. We derive analytical results to guarantee the convergence of our training method. Comprehensive tests across diverse datasets and distribution configurations also underscore our enhanced efficacy compared to several state-of-the-art.

I. INTRODUCTION

Federated learning (FL) is a privacy-preserving distributed machine learning approach that enables multiple clients, such as mobile devices, to train a large model collaboratively without sharing their sensitive training data. In a conventional FL workflow, clients obtain the latest model parameters from a central global server. They then can utilize their local data to refine these models, and the updated local models are sent back periodically to the server for aggregation. Importantly, this local update process typically requires a number of iterations. As delineated in previous works such as [1] and [2], a large number of local steps can amplify the discrepancy between the objectives of individual clients and the overarching global model. This can slow down the overall convergence rate. One primary cause behind this challenge is the inherent heterogeneity in local data distributions across clients, resulting in the non-IID (non-independently and identically distributed) data predicaments. A multitude of research efforts have been directed towards understanding and alleviating the adversities posed by the non-IID data with the FL framework [3], [4].

In real-life scenarios, a significant contributor to the non-IID challenge is temporal data distribution shift, which is unfortunately overlooked in most FL convergence studies. Prolonged, uninterrupted training spanning days or even weeks can witness varying data distributions for a client at different temporal intervals [5], [6]. For instance, in a keyboard prediction training task, an office clerk’s keyboard might oscillate between professional topics during the day and personal themes at night. Similarly, wearable devices for FL-based health monitoring could record peak activities in the morning, contrasting with calmer nighttime metrics. Streaming services also might see users flocking to light content on weekdays, while longer films become popular over weekends. Such temporal fluctuations in the training data, evident across myriad domains, potentially complicating the global training convergence.

While some state-of-the-art FL algorithms are designed to mitigate the negative effects of data heterogeneity across clients [7]–[9], they still assume that the distribution of any given client is static. Temporal shift at any given client’s dataset is not well addressed. A few recent works started to study the distribution shift problem over time [10], e.g., dividing the time in a day into multiple blocks and training distinct models for individual time blocks [11]–[13]. However, this approach neglects the continuity in practical data shifts, which leads to the degradation of model training performance. To tackle this challenge, our basic idea is to first effectively track potentially continuous transitions in each client’s data distribution, and then enable personalized models for different clients so as to adapt to data heterogeneity across clients. In achieving this, we draw inspiration from personalized FL studies [14], [15] where a customized model is trained for each client, and from clustered FL works where clients with similar data distributions are grouped together [1], [16], [17].

Our intuition is that a client’s time-varying data distribution can be fit by a mixture of multiple base distributions. But the coefficients of any one client that controls the contribution of each individual base distribution within the mixed distribution (we call them mixture proportions) can continuously fluctuate and present differences from those of other clients. Therefore, we need to learn the data mixture patterns on the fly and adapt the local model training process to clients’ diverse data. To the best of our knowledge, this is the first FL model training algorithm to cope with heterogeneous distributions...
across clients and continuous temporal data shift within each individual client’s dataset simultaneously with supreme experimental results.

We summarize our main contributions as follows:
1) FL with learning time-varying data distributions (Sec-
   tion III): We provide a new FL training paradigm to capture changing datasets over training rounds, where we model a local distribution as a Gaussian Mixture Model (GMM) of $K$ independent base Gaussian distributions. We integrate the EM algorithm into FL model training, where the GMM parameters for modeling the data mixture pattern of different clients are learned on the fly along with clients’ local FL training processes. We next construct personalized training $K$ sub-models simultaneously using properly selected data from each client’s dataset. These sub-models are then integrated together for periodic testing and final inference use. Our method can track the data dynamics and exploit the combined capability of multiple sub-models per client, rather than selecting a single model, e.g., either a daytime or a nighttime model [11], [13], for each client. Therefore, we allow more complex temporal data differences in successive training rounds.
2) Experimental validation (Section IV): We conduct extensive experiments across diverse datasets featuring heterogeneous and time-evolving data partitions for FL clients. The results show that our proposed method improves both training stability and the model accuracy compared with several state-of-the-art benchmarks.

II. RELATED WORK

Non-IID data in FL often leads to a deterioration in accuracy due to model divergence. A line of work has been devoted to alleviating this issue, such as using data-sharing or data augmentation strategies, and incorporating personalization approaches [3], [15], [18]–[22]. While most of these methods can mitigate the issue of degraded performance caused by non-IID data, they often fail to account for the time-varying aspects that are present in many real-world scenarios.

Time-varying data distribution shift in FL escalates the training challenge with non-IID data, which was first identified in [10], [11] and its variants [12] proposed to segment the time into multiple blocks. While they improved the performance, the practical application remains challenging. First, determining the clients’ temporal state is difficult, especially during the transitions between two blocks. Second, the time block partition breaks the continuity of the evolving process. Recently, [13] recognized the gradual distribution shift in clients’ population and proposed a temporal prior for the smooth transition, but they assumed a single distribution per client, which goes against reality. In contrast, we allow each client to possess data from multiple different base distributions and the proportion of each base distribution shifts gradually.

Clustered FL: Our algorithm shares similarities with clustered FL, which partitions clients into clusters, targeting individual objectives while sharing information to accelerate training [17], [23]. FedSoft assumes real-world local distributions resemble mixtures of various distributions [16]. Different from the traditional clustered FL approach where cluster center updating and FL training processes uniformly treat the local data of each client, our approach partitions a client’s local data to train separate sub-models using respective subsets, to mitigate interference from irrelevant data.

III. ADAPTIVE PERSONALIZED FL TRAINING

In this section, we first introduce our FL model training architecture, where we model the time-varying distributions of clients’ training datasets. We then describe our proposed FL training algorithm, named pFedEM, to manage non-IID and non-stationary data distributions in FL training.

A. Training Paradigm with Mixed Datasets

We consider an FL setting for a set of client $\mathcal{I}$ where the local data distributions $\mathcal{D}_i$, $\forall i \in \mathcal{I}$ are independently and continuously shift over time $r$. Since the FL training process consists of a number of discrete iterations, without the loss of generality, we use $r$ in the following to index the number of training rounds. The actual local dataset of client $i$, defined as $\mathcal{D}_i$, used for training in round $r \in [1, R]$, is IID sampled from $\mathcal{D}_i^r$ at communication round $r$. The ultimate goal is to minimize the expected loss over all the clients under their full datasets collected in the training process, say $R$ rounds:

$$\min_{\omega} L(\omega) = \sum_{i \in \mathcal{I}} p_i L_i(\omega), \quad (1)$$

where $L_i(\omega)$ is the expected loss of client $i$ and defined as

$$L_i(\omega) = \frac{1}{|D_i|} \sum_{(x, y) \in D_i} \ell(\omega, (x, y)), \quad \sum_{i} p_i = 1, \quad (2)$$

where $D_i = \bigcup_{r=1}^{R} \mathcal{D}_i^r$, $p_i = \frac{|D_i|}{\sum_{s=1}^{R} |D_i^s|}$, and $\ell(\cdot)$ is the loss function for a single data sample $(x, y)$, e.g., cross-entropy or mean square error.

Mixed datasets and multiple models. To characterize the inter-client data heterogeneity and also the intra-client data variation, we model the local data distribution $\mathcal{D}_i^r$ of client $i$ to be a mixture of $K$ independent base distributions, with an unknown mixture pattern to be learned, formalized in Section III-B. We then propose to train $K$ distinct models at each client and the central server. Our algorithm illustrated in Section III-B will decide how to partition the clients’ data and choose the right data to train each individual model. The $k$-th training model maintained at the server after $R$ iterations is denoted by $\omega_k$, and each $k$-th final model at the client is $\omega_{ik}$.

Therefore, the optimization goal of each client $i$ is:

$$\min_{\omega_1, \ldots, \omega_K} L_i(\omega_1, \ldots, \omega_K) = \frac{1}{K} \sum_{k=1}^{K} L_{ik}(\omega_k), \quad (3)$$

where we use $h_{\omega_k}(x)$ to represent the $k$-th model’s prediction under data feature $x$, and we define the average empirical loss at client $i$ under the $k$-th model to be:

$$L_{ik}(\omega_k) = \frac{1}{|D_{ik}^r|} \sum_{(x, y) \in D_{ik}^r} \ell(h_{\omega_k}(x), y), \quad (4)$$
where $D^r_{ik}$ is an unknown time-varying subset of $D^r_i$ for training the $k$-th model at client $i$ and is drawn from the $k$-th unknown distribution $D_k$. We then model client $i$'s training dataset at the $r$-th round as $D^r_i = \bigcup_{k=1}^{K} D^r_{ik}$. When each round starts, each client $i \in \mathcal{I}$ first downloads these $K$ models and performs a certain number of local update iterations to train each model, using data samples selected from the dataset $D^r_i$, determined by our algorithm introduced in Section III-B. The server then aggregates $K$ updated models uploaded by each client. For the $k$-th model and the $(r + 1)$-th communication round, the server aggregates the parameters as:
\begin{equation}
\omega^{r+1}_k = \omega^r_k + \sum_{i=1}^{\vert \mathcal{I} \vert} p_i (\omega^{r+1}_k - \omega^r_k),
\end{equation}
where $\omega^{r+1}_k$ represents the uploaded parameter from client $i$ for the $k$-th model to be updated in round $r + 1$. The objective function of training the $k$-th model at the server is:
\begin{equation}
L_k(\omega_k) = \frac{1}{|D^r_k|} \sum_{i \in \mathcal{I}} |D^r_{ik}| L_{ik}(\omega_k),
\end{equation}
where $|D^r_k| = \sum_{i \in \mathcal{I}} |D^r_{ik}|$, denoting the total size of data sampled from base distribution $k$ at $r$ over all the clients.

B. FL with Time-varying and Non-IID Datasets

We propose to model the data distribution as a linear combination of $K$ independent base distributions, each of which is denoted by $D_k$. For client $i$, we consider his local data distribution $D^r_i$ at round $r$ as the linear combination of $K$ independent distributions. Let $\pi^r_{ik}$ denotes the mixture proportion of $D_k$ in $D^r_i$. The data distribution of client $i$ at any time $r$ is:
\begin{equation}
D^r_i = \sum_{k=1}^{K} \pi^r_{ik} D_k, \text{ with: } \sum_{k=1}^{K} \pi^r_{ik} = 1.
\end{equation}

Note that for all clients, the $k$-th data distribution at time $r$ are identical, but both the base distributions $D_k$ and mixture proportions $\pi^r_{ik}$ can change over time. The heterogeneity across clients can also be characterized, since their coefficients $\pi^r_i = \{\pi^r_{i1}, \ldots, \pi^r_{iK}\}, \forall i \in \mathcal{I}$ vary with each other.

Inspired by the Central Limit Theorem [24], we model each $D_k$ as a distinct Gaussian distribution, thus $D^r_i$ can be modelled as the Gaussian Mixture Model (GMM) with $K$ distribution components. We then adopt the expectation–maximization (EM) algorithm [25] to fit the GMM parameters. Each client will first estimate its own GMM parameters based on its local data distribution. Then, in order to enhance the prediction on base distributions by leveraging all the clients’ datasets, we conduct GMM parameter aggregation per round at the server. The aggregated parameter $\pi_k$ will also be used for the final inference (see (15)). This GMM parameter estimation procedure is carried out as the training proceeds on the fly, consisting of the E step, M step, and GMM aggregation phases.

In general, EM is an approximate algorithm to solve the maximum log-likelihood on joint probability of multiple random variables while only some of them are observable. In our scenario, we encounter that each client’s data come from a mixture of multiple latent Gaussian distributions, and we need to figure out what each Gaussian distribution looks like and how likely the client’s data samples come from each of the distributions to enable data partitioning. Since each client’s data $D^r_i$ has a varying data mixture pattern over training round, our EM algorithm for estimating the distribution $D^r_i$’s and $\pi^r_{ik}$ should be carried out round by round.

E Step: We calculate $\gamma^r_{ik}(z)$, the posterior probability that, for each sample $z = f(x), x \in D_i$, the data feature $x$ is generated from the $k$-th Gaussian distribution, given the observed $z$. Here, $f(\cdot)$ is the backbone network for feature extraction to extract discriminative features. Estimating $\gamma^r_{ik}(z)$ can save the computation and storage compared to estimating $\gamma^r_{ik}(x)$ for all $x$, due to a largely reduced number of dimensions of $z$ compared to $x$.
\begin{equation}
\gamma^r_{ik}(z) = \frac{p^r_{ik} N(z | \mu^r_{ik}, \sigma^r_{ik})}{\sum_{k=1}^{K} p^r_{ik} N(z | \mu^r_{ik}, \sigma^r_{ik})}.
\end{equation}

M Step: Each client $i$ evaluates the GMM parameters for each data mixture component, including the unknown mean $\mu^r_{ik}$ and variance $\sigma^2_{ik}$ of the $k$-th latent Gaussian distribution, as well as the mixture proportion $\pi^r_{ik}$, in each round $r$ using the posterior probabilities $\gamma^r_{ik}(\cdot)$ calculated in the E Step.
\begin{equation}
\mu^r_{ik} = \frac{\sum_{n=1}^{\vert D^r_i \vert} \gamma^r_{ik}(z_n) z_n}{\sum_{n=1}^{\vert D^r_i \vert} \gamma^r_{ik}(z_n)},
\end{equation}
\begin{equation}
[\sigma^2_{ik}]^{r+1} = \frac{\sum_{n=1}^{\vert D^r_i \vert} \gamma^r_{ik}(z_n)(z_n - \mu^r_{ik})^2}{\sum_{n=1}^{\vert D^r_i \vert} \gamma^r_{ik}(z_n)},
\end{equation}
\begin{equation}
\pi^r_{ik} = \frac{\sum_{n=1}^{\vert D^r_i \vert} \gamma^r_{ik}(z_n)}{\vert D^r_i \vert},
\end{equation}
where $z_n$ is the feature for sample $x_n \in D_i$.

GMM Aggregation: At the aggregation stage, the server aggregates all GMM parameters uploaded from clients for each component separately. For the $k$-th global component,
\begin{equation}
\mu^r_k = \sum_{i \in \mathcal{I}} \frac{|D^r_i|}{\sum_{j \in \mathcal{I}} |D^r_{ij}|} \mu^r_{ik},
\end{equation}
\begin{equation}
[\sigma^2_k]^{r+1} = \sum_{i \in \mathcal{I}} \frac{|D^r_i|}{\sum_{j \in \mathcal{I}} |D^r_{ij}|} [\sigma^2_{ik}]^{r+1},
\end{equation}
\begin{equation}
\pi^r_k = \sum_{i \in \mathcal{I}} \frac{|D^r_i|}{\sum_{j \in \mathcal{I}} |D^r_{ij}|} \pi^r_{ik}.
\end{equation}

Workflow of pFedEM. At the beginning of a communication round, the server broadcasts all parameters to all clients (line 3 of Algorithm 1). Each client will first update the GMM parameters with an EM step (lines 6–7 of Algorithm 1). The obtained posterior for each training sample will be applied to partition the data set into $K$ clusters (lines 9–11 of Algorithm 1). Next, the client runs multiple local steps for updating $K$ network components, each of which is only updated using the corresponding data cluster (line 12 of Algorithm 1). After
Algorithm 1: Personalized FL Algorithm for Non-IID Data with Continuous Temporal Shifts (pFedEM)

**Input:** Number of communication rounds $R$; Number of local iterations $J$; Number of components for the model $K$

**Output:** Network parameters: $\omega = (\omega_1, \omega_k, \ldots, \omega_K)$; GMM parameters: $\theta_k = (\mu_k, \sigma_k^2, \pi_k)$

**Initialize:** Network $\omega_0$, GMM parameters $\theta_k^0$

1. $r \leftarrow 0$;
2. repeat
   3. Server broadcasts $\omega^r$ and $\theta_k^r$, $\forall k \in [1, K]$;
   4. foreach client $i \in I(r)$ do:
      5. $\theta_k^{i, 0} \leftarrow \theta_k^r, \forall k \in [1, K]$;
      6. Compute posterior $\gamma_{ik}^r$ for all local samples with Eq. (8);
      7. Update GMM parameters $\mu_{ik}, \sigma_{ik}^2, \pi_{ik}$ using Eq. (9)–(11);
      8. $D_{ik} \leftarrow \emptyset, \forall k \in [1, K]$;
      9. foreach $x_n \in D_i$ do:
         10. $c_n \leftarrow \arg \max_k \gamma_{ik}^r$;
         11. $D_{ic_n} \leftarrow D_{ic_n} \cup \{x_n\}$;
      12. Run $J$ local updates for each $K$ network models by optimizing Eq. (4) and get $\omega_{ik}^{r+1}, \forall k \in [1, K]$;
      13. Upload all $\omega^{r+1}$ and $\theta_k^{r+1}$ to the server;
      14. Aggregate models of each component with Eq. (5);
      15. Aggregate GMM parameters with Eq. (12)–(14);
3. until $r < R$;

that, all clients upload new parameters to the server (line 13 of Algorithm 1) who aggregates all network and GMM parameters (lines 14–15 of Algorithm 1). At the inference stage, a prediction at test time is obtained by model interpolation,

$$h_\omega(x) = \sum_{k=1}^{K} \pi_k h_{\omega_k}(x).$$

(15)

It is worth noting that this is different from the training stage where each sample is only applied for one model’s training.

IV. EXPERIMENTS AND RESULTS

In this section, we conduct extensive experiments on four benchmark datasets with two data distribution shift modes.

A. Experimental Setup

1) Dataset and models: We use two pairs of datasets: EMNIST (Digits and Letters) and CIFAR (CIFAR-10 and CIFAR-100). Each pair includes two datasets to generate a continuous distribution shift by changing their ratios. We train the MoblieNet-v2 [26] for CIFAR and a two-layer convolutional neural network [27] for EMNIST.

2) Distribution shift setting: We design two data distribution shift modes: linear shift and cosine shift, spanning $R = 200$ communication rounds across multiple cycles. In a linear shift cycle with CIFAR dataset, the portion of CIFAR-10 increases linearly from 0 to 1, and then decreases to 0. In contrast, the portion of CIFAR-100 decreases linearly from 1 to 0 and rises back to 1. Similarly, for a single cosine shift cycle, the portion of different datasets also increases and decreases but follows a cosine pattern.

3) Baselines: To verify the effectiveness of our method, we compare it with four pioneering baselines:
   - FedAvg [28]: The vanilla FL method which trains one global model for all clients.
   - FedEM [22]: A federated multi-task learning approach that characterizes each local distribution as a mixture of multiple unknown underlying distributions.
   - FedGMM [15]: A personalized FL method using GMM to fit the input data distribution across different clients with assumptions similar to those in FedEM [22].
   - CFL [23]: A clustered FL approach that groups clients into clusters to alleviate the distribution divergence issue among different clients’ local data.

We apply the same backbone model and hyperparameters among baselines and our method for fair comparisons.

4) Hyperparameters: For all experiments, we conduct three sets of training experiments for $|Z| = 80$ clients, where each training round consists of $J = 20$ local iterations: one with 200 rounds of training, including a single cycle period, and another with 200 rounds of training, including three cycle periods. Additionally, we conduct an experiment with 600 rounds, including ten cycle periods. We set the number of base distributions $K = 2$ to represent the daytime and nighttime respectively. We set the learning rate 0.01 for EMNIST, 0.03 for CIFAR, and the batch size 128 unless otherwise specified.

B. Experimental results and interpretation

We first evaluate pFedEM on EMNIST to demonstrate its superiority in terms of training loss, test accuracy, and adaptability in a larger $K$ scenario. We then further evaluate on CIFAR to demonstrate the superior performance of pFedEM with complex datasets and extra shifting cycles. Additionally, we demonstrate the stability of pFedEM and showcase its ability to capture the data distribution shifts during the training.

1) Performance on EMNIST Dataset: Fig. 1 compares the Training Loss on 10-cycle cosine shift setting, showing the aggregated loss per round and the spread of loss values respectively. Although pFedEM has similar loss values with FedEM and FedGMM, the training loss of pFedEM drops faster than that of FedEM and FedGMM, achieving the minimum in the last cycle. Additionally, pFedEM has narrower spreads, and the lowest mean and median loss values, indicating its faster convergence speed and closer approach to the global optimum.

Test Accuracy. We evaluate the final trained model on EMNIST consisting of 50% digits and 50% letters. As shown in Fig. 2, pFedEM achieved the highest test accuracy over all baselines in both shift settings. FedAvg and FedEM exhibited
similar performance, while CFL consistently performed the worst. These results also highlight the limitations of traditional FL methods in handling data distribution shift issues.

**Extending to $K = 3$.** The paper focuses on $K = 2$, aligning with a straightforward intuition: the training data exhibits two distinct time-varying distributions corresponding to daytime and nighttime. However, our algorithm can adapt to more complex situations by setting $K$ to larger values. To demonstrate this, we extended $K$ to 3 by adding the Fashion-MNIST (FMNIST) dataset. Fig. 3 compares the per-round test accuracy for $K = 2$ and $K = 3$ with the 3-cycle linear shift. Remarkably, pFedEM consistently performs the best, showing its superiority and adaptability across different distribution patterns. Future research can further investigate the challenges and implications of different data distribution shift patterns, which are beyond the scope of this paper.

**2) Performance on CIFAR Dataset: Test Accuracy.** To further evaluate pFedEM under complex datasets, we conduct experiments on the CIFAR, with fine-grained examination of experimental results in Fig. 5, where the data distributions on test and training sets remain identical throughout the training process. The test accuracy of all algorithms fluctuates during the whole training process due to the distinct learning complexities of two datasets. In general, pFedEM consistently improves model performance: The peak model accuracy in each cycle surpasses that of the preceding cycle, and the minimum values also exhibit the same upward trend. In contrast, other baselines do not sustain such an upward trend. As shown in Fig. 5(a) and Fig. 5(c), in the scenario with a slower distribution shift (1 cycle in 200 rounds), pFedEM can consistently achieve the highest test accuracy throughout the training process, particularly in the second half of the cycle. As the distribution shift accelerates in the setting shown in Fig. 5(b) and Fig. 5(d) (3 cycles in 200 rounds), all methods, except pFedEM, fail to continue improving the model performance after the first cycle. We mention that such a phenomenon is more pronounced under cosine mode, which is closer to the real distribution shift process as the distribution shift is always nonlinear in reality.

**The ability to learn the distribution shift patterns.** To further understand pFedEM, Fig. 4 present the variation of $\pi$ in GMM, which represents the learned ratio of the first dataset, pFedEM can successfully capture the distribution shift in different cycle settings, verifying its ability to automatically learn shift patterns.

We further extended the training process to 600 rounds spanning 10 cycles. As shown in Fig. 6, the superiority of pFedEM has become more pronounced with the inclusion of additional cycles and rounds. These results show that pFedEM can mitigate the adverse impacts of continuous data distribution shifts, especially in a prolonged training process.

**3) Stability:** We compute the standard deviations of the per-round test accuracy under the two distribution shift modes for each algorithm in Table I, where the minimum values are underlined. Compared with all baselines, pFedEM attains the minimum standard deviations under all settings, demonstrating...
the superiority of our pFedEM in terms of training.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EMNIST</td>
<td>Linear</td>
<td>0.0316</td>
<td>0.0318</td>
<td>0.0315</td>
<td>0.0317</td>
<td>0.0296</td>
</tr>
<tr>
<td></td>
<td>Cosine</td>
<td>0.0399</td>
<td>0.0399</td>
<td>0.0393</td>
<td>0.0397</td>
<td>0.0371</td>
</tr>
<tr>
<td>CIFAR</td>
<td>Linear</td>
<td>0.0803</td>
<td>0.0772</td>
<td>0.0793</td>
<td>0.0773</td>
<td>0.0764</td>
</tr>
<tr>
<td></td>
<td>Cosine</td>
<td>0.0990</td>
<td>0.0976</td>
<td>0.0978</td>
<td>0.0969</td>
<td>0.0938</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, we propose pFedEM, a new FL training algorithm to alleviate the data distribution shift problem over time, by modeling each local distribution as a GMM. Incorporating the EM algorithm into the FL setting, pFedEM can capture the continuous distribution shift process during training to train distinct models with partitioned training datasets. Extensive experiments demonstrate its superior performance.
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