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1 INTRODUCTION
Network configuration is crucial for computer network design
and operation. Network Operations (NetOps) teams typically use
vendor-specific configuration languages to create and deploy scripts
that achieve specific network intents, such as reachability between
two networks [7, 18, 19]. This process necessitates a thorough un-
derstanding of network specifics and protocols. Also, NetOps teams
may need multiple attempts to achieve correct configuration due
to protocol complexity and interactions. They often use network
verification tools [6, 9, 14, 16, 17, 19] to check if the intents are met
and adjust configurations based on failure messages.

This manual configuration method is obviously labor-intensive
and difficult to scale with growing network size and configuration
complexity. Our proposed system, Etna, automates the process by
enabling NetOps teams to specify high-level intents in Natural
Language (NL) and directly generate deployable scripts for all de-
vices across the network. As shown in Figure 1, Etna performs the
following three tasks to achieve this goal.

• Intent Understanding: Etna interprets NL inputs to identify
necessary network specifics and policies for configurations.
For reachability intent as example, Etna identifies the source
and destination networks with their prefixes and compre-
hends the policies to be taken, such as denying the source-
destination pair (i.e. a flow) shown in Figure 1.

• Intent Implementation: Etna solves parameter settings and im-
plements them in the network with proper protocols. In Fig-
ure 1, when implementing a waypoint intent with OSPF [2]
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Figure 1: Examples of Etna’s network configuration workflow.

that requires to route a flow traversing specific waypoint
routers, Etna tunes OSPF link weights to make the desired
path the shortest among all candidate paths of the flow.

• Scripts Generation: Etna generates configuration scripts by
filling in vendor-specific templates with corresponding net-
work specifics and protocol setting solutions, which are
ready to be deployed and verified in devices across the net-
work. For example in Figrue 1, Etna fills in Cisco’s ACL and
OSPF templates to achieve the desired intents.

Scripts Generation has a rich literature on mapping protocol
settings and network specifics to templates [4, 5, 18], managing
template databases [21], and translating configurations across ven-
dors [7]. So Etna can adopt similar template-filling-based method
to automate it. However, automating another two tasks poses un-
solved challenges. Intent Understanding must accurately interpret
NL intents with network specifics, despite NL expression variations
and implicit configuration items. Conflicts between new intents
themselves and existing settings complicate Intent Implementation.

Etna contributes to solving the three tasks with their challenges
above to automate configuration generation from NL intents.

2 CHALLENGE AND MOTIVATION
We detail challenges and design motivations in Etna.
Intent Understanding. Intuitively, this task can be viewed as the
famous Named-Entity Recognition (NER) problem [8, 10–12], where
models are trained to identify entities (e.g. source endpoint) and
implicit knowledge (e.g. intent policy) from expressions. However,
traditional language models like BERT [20] in these works require
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Figure 2: Simple examples of challenges in Intent Implementation.

repeated re-training for expression synonyms such as Lib, Library
and 10.0.1.0/24 in Figure 1 and different network corpora when
introducing new networks and devices. The recent advancement of
Large Language Models (LLMs) with strong text processing abilities
through prompting [1, 3, 13, 15] is more suitable for solving NL
expression variations above without repeated retraining.

However, network-specific information necessary for configu-
rations like prefixes and routers may not be explicitly provided in
NL and differs between networks. Therefore, LLMs cannot inde-
pendently identify such information. To address this, Etna provides
LLMs with a domain-specific database containing this implicit infor-
mation about currently operated networks, e.g. mapping Library
to prefix 10.0.1.0/24 and router R1 in Figure 1. Additionally, Etna
should detail key identification elements for LLMs to understand,
such as source prefixes or policy to allow or deny flows.
Intent Implementation. This involves non-textual tasks includ-
ing topology analysis for ACL configuration ports and OSPF weight
formulation for desired flow paths in Figure 1 and 2, which are inef-
ficient for LLMs to solve [22]. Traditional topology-based methods
are used here, but various configuration conflicts pose challenges.

New intent conflicts with existing configurations. For instance,
when implementing reachability intent in Figure 2(a), conflicts arise
with ACL rules on routing paths as they manage overlapping flows
with opposite policies to our new intent. The common practice of
configuring ACL at source router’s port in Figure 1 obviously cannot
resolve this conflict. One possible solution is to prioritize new intent
over existing configurations, as the solution in Figure 2(a), but this
method should be carefully considered by NetOps teams as they
may not want to change certain old network settings.

Conflicts can also occur between multiple new intents. For in-
stance, in Figure 2(b), three waypoint intents will be implemented
with OSPF. We solve OSPF link weights with the formulation that
makes the target path traversing specified waypoints the shortest
compared to other paths of the flow for each intent. However, some
intents’ inequalities have conflicts, resulting in only partial intent
achievement, such as intents 1 and 3, or each intent alone, as the
solutions shown in Figure 2(b). These conflicts are difficult to recog-
nize in NL without formulation. Additionally, different intent types
can also conflict, such as when a reachability intent denies traffic of
a flow, making the corresponding waypoint intents unachievable.

Etna’s design aims to reconcile various conflict types mentioned
above according to the specific needs of NetOps teams.

Dataset Dataset Information Evaluation Results

# Intents # Chars
Per Intent Metric Llama 2 Mistral GPT-3.5 GPT-4

Hand-crafted 150 81.3 Accuracy 91.3% 86.7% 98.7% 100%
Time (s) 2.25 2.59 1.38 3.98

AI-generated 300 81.9 Accuracy 88.0% 88.7% 98.3% 100%
Time (s) 2.89 2.33 1.34 4.13

Table 1: Evaluated dataset and preliminary results of Intent Understanding.

3 INITIAL DESIGN
LLM Prompts for Intent Understanding. Prompts help LLMs
specify and achieve understanding goals. We first encode key identi-
fication elements such as associated routers, prefixes and NL names
of source, destination and waypoints, as well as the intent policy for
examples in Figure 1. Prompts include description for each element
such as policy: <permit or deny intent flow> for intent pol-
icy. Etna is also provided with implicit network specifics such as
routers and prefixes by mapping endpoint NL names to such in-
formation with prompts like Library -> [R1], [10.0.1.0/24].
Note that synonyms like Library and Lib can be handled by LLMs
efficiently instead of encoding both NL names in prompts. We also
guide LLMs on how to identify key elements with NL intents and
provided implicit information, such as extracting endpoint names
from NL intents and utilizing implicit knowledge to identify routers
and prefixes. LLMs return results of all identified elements with each
element such as source prefixes: [10.0.1.0/24] for source
prefixes. We finally include a few examples of input intents and
result elements to improve LLMs’ comprehension of the prompts.
Priority-Based Framework toReconcile Conflicts. Etna assigns
a priority to each intent and existing setting and maximizes priority
sum across the network. This design satisfies intents or settings
with higher priorities when conflicts happen. For example, if three
intents in Figure 2(b) are equally important with the same priority,
Etna will achieve intents 1 and 3. However, if intent 2 is crucial,
we can assign it a higher priority than the sum of other intents for
Etna to achieve it alone.

4 PRELIMINARY RESULTS
We present preliminary results for Intent Understanding with vari-
ous famous LLMs in Table 1. Accuracy is measured by comparing
LLMs’ results with human-labeled ground truth. The entire result
is accurate only if all identified elements in the result are correct.
Inference time is the duration between entering NL intents and re-
ceiving entire results. LLMs are evaluated with provided APIs [1, 3].
We use two datasets in evaluation: a handcrafted dataset resem-
bling intents in Figure 1 and an AI-generated dataset created by
GPT-4 [3] prompting with intents in our handcrafted dataset.

Results demonstrate that state-of-the-art LLMs like GPTs achieve
over 95% accuracy for both datasets, with GPT-4 even reaching
100%. Lightweight LLMs like Llama2 and Mistral can also maintain
accuracy above 85%. Inference times range from a few seconds, with
GPT-4 being the slowest at around 4 seconds, but compensating
with its high accuracy. Both datasets yield similar accuracy and
inference time results.
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